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IMAGE Problem Corner: Problems 25-1 to 25-7 With Solutions*
We present solutions to IMAGE Problems 25-l through 25-8 published in IMAGE 25 (October 2000), pp. 1G17; solutions to Problem 25-8 are on
pp. 2l-23 below. We arre still hoping to receive solutions to hoblems l9-3b and 23-1 [see IMAGE 25 (October 2000), pp. 3 & 6]. In addition, we
introduce five new problems @F. 2L25 below) and invite readen to submit solutions as well as new problems for publication in IMAGE. please
submit all material (a) in macro-free IaI$ by e-mail, prcferably embedded as text, to werner@united.econ.uni-bonn.de and (b) two paper copies
(nicely PriDted please) by classical p-mail to Hans Joachim Werner, IMAGE Editor-in€hief, Institute for Econometrics and Operations Research,
Econometrics Unil University of Bonn, Adenauerallee U42,D-53L13 Bonn, Gennany. Please make sure that your name as well as your e-mail
and classical p-mail addresses (in full) are included in both (a) and (b)!

Problem 25-1: Moore-Penrose Inverse of a Skew-Symmetric Matrix
Proposed by Jiagen GnoB: gross @ statistik.uni-dortmun d.dei Universitiit Dortnund, Dortmund, Gertmany,
Sven-Oliver TnoscIKB: troschke@statistik.uni-dortmund.de; Universitiit Dortmwtd, Dortmund, Germany,
and Gtitz TRENKLER: trenkler@statistik.uni-dortmund.de; Universitiit Dorttntmd, Dortmund, Gernany.

Find the Moore-Penrose inverse 1+ of
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Sof ution 25-1.1 by lerzy K. BAKsALAnv: jkbaks@lord.wsp.zgora.pl;TMeusz Kotarbifiski Pedagogical University, Zielona G6ra,
and Oskar Maria Bersarenv: ban@ main.amu.edu .pl; Adam Mickiewicz University, Povtafi, Poland.

LetodenotetheT x lvectorwhosesuccessivecomponents dteo,;,i =!,...,7. Sincethetransposeof Asatisfies At = -A,the
well-known formula A+ = A'(A' A)+ takes the form

A+ - A(f i \+

The structure of A ensures that the entries of A2 are

- f I3 - f I2

0

-o'1

A 1

where a -  ata:
sr7 ,
Lt- r  a i

( A z ) m -  - a * a ? ,  i -  I , . . . , 7  a n d  ( A ' ) r i  -  a i a j t  i ,  j  =  1 , . . . , 7 ;  i +  j ,

. This means that

Az - -aI7 * aat = -d(Iz - a* aa').

The matrix Iz - a+ aa' is idempotent and Hermitian (i.e., an orthogonal projector), and therefore has the Moore-Penrose inverse
equal to itself. Consequently, A+ = A(A2)+ takes the form

A+ = - a+ A(1, - a+ aa').

But the structure of A ensures also that Aa - 0. and thus the solution is

1+

* Prcblern 25-8 with solutions are on pp. 21-23 below; new prcblems on pp. 24-25.
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Solution 25-1.2 by R. B. Blper: rbb@isid.ac.in; Indian Statisticallnstitute-DelhiCentre, New Delhi, India.

Clearly, if each ai is rnro then A+ is the zero matix. Below let a; { 0 for some f. Then we show that

A+  =  - (aaT) -LA ,

wherea = fat,az,aB,a4,r,51aa,az].It iseasilyverif iedthatAaT = }andthatAA" = (aaT)I -a?o. Also, AAT =

since ,4 is skew-symmetric. Put X :- -(aaT)-14. Then it follows from these observations thx AX A -- A, X AX
AX (which equals X,4) is symmetric. Hence the result is proved.

Sofution 25-1 .3 by Yongge TIAN: ytian@mast.queensu.cai Queen's University, Kingston, Ontario, Canada.

WeconsiderthematrixA overthefieldof realnumbers. Clearly A = -AT.l-etb = (a1 : a2:...: a7)T;thenAD =

page 3

-Az  -  A rA
- X and that

n

0. Let

then h[ MT - sI, where s - Mo with

heres -  "?+ . . .+  "++

and so A+ = (I/s)Ar.

C o r r a r r r N r l . W e m a y w r i t e M  -  P N Q , w h e r e P : d i a g ( l ,  - I , . . . ,  - 1 ,  1 ) , Q = d i a g ( l , . . . ,  1 ,  - 1 ) a n d

* o o  - a 1  - a 2  - a g  - a 4  - a s  - a 6  * a z

*a t  *ao  -as  *az -as  *a+  -a7  -a6

-a6 *az  *a+ *as*a,z *as *ao -a1

*as  -a2  *a t  *aa  *ar  *ae  -a5  ia+
.Ar -

* a q  * a s  * a e  - a 7  * a o  - a 1  - a 2  - a s

* o r  - a 4  - a 7  - a 6  * a t  * o o  * a z  - a 2

*aa  *a r  - a4  *as  *az  -as  * so  *a r

-a7  *ae  -a5  -a4  *as  *az  -a1  * so

The matrix l/ is a real matrix representation of an octonion (for more details on octonions see, e.g., [1, 3]). The upperJeft 4 x 4
block of N is a real matrix representation of a quatenrion. From the theory of quaternionic and octonionic algebras, we may derive
many interesting properties of the matrix 1/. The corresponding results can be used in matrix analysis over octonionic algebras.
Some introductorywork was presented in [2].

ColaMeNr 2. If the matrix -4 is over the field of complex numbers, then A+ is not necessarily equal to (I I s)AT . The condition
AT = - A does not help us find the Moore-Penrose inverse A* and, in fact, there seems to be no 'hice" expression for A+ . If,
however,wereplaceallo; inthelowertriangularpartof ,4bytheircomplexconjugatesthen,4* - -A,andA+ = (t/t)A- with
t  =  l a l  l ' +  . . .  +  l o7 l2 .

, = ( " 0  
- 6 r  

) ,
\ - 6  A - a g I f

= o3 + o? + ... + 
"?. 

If s I 0, then M-L - s-l MT .when os = 0 we wite M

lo  -6 ' \  , (o  -6 ' \
Mo=[  

|  
and  v ; t = . - - 1  l ;

\ -a  A1 ' \ -a  A,  I

0. Further to the orthogonality of the rows and columns of M, we note that

(  o  -a+\
I v I o ' -  |  _  |

\  - (at)*  e+ /

tr
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Solution 25-1 .4 by Fudren ZHaNG: zhang @ nova .edu; Nova Southeastern University, Fort Laudeilale, Florida, (ISA.

I'et A = U* DU be a spectral decomposition of the Hermitian (real symmetric) matix A. It suffices to characterize the diagonal
matrix D. We compute,42 - -alz * oo', where a = (or , d2, . . ., o7) and e = e' a. By considering the eigenvalues of ,42, *" huu"
D2  =  d iag ( -d , . . . , - o ,0 )andD+  -  -a *D . I t f o l l ows tha t ,4+  =  -qA .  t r

A solution was also rcceived frcm the Prcposers Jiirgen GnoB, Sven-Oliver Tnoscnrr and G6tz TRENKLER, who observed that:

For a fixed vertor o = (or, . . . , or)' and arbitrary c € lR7 the linear mapping a x r = Ar defines the vector ctoss product in R7.

Problem 25-2: Vandermonde Matrices with Condition Number 1
Proposed by Chi-Kwong LI: ckli@math.wm.edu; The CoIIege of Williamand Mary, Williamsbarg,Virginia, USA,
Roy Mernns: mathias@math.wm.edu; The College of Williamand Mary, Williamsburg,Virginia,IISA,
and Seok-Zun SoNG: szsong@cheju.cheju.ac.kr;Cheju National University, Cheju, I(orca.

Ann x n complexmatrix A= (ood isaVandermondematrixif thereexistcomplexnumbers 27,...,2, such thataon - z8-1 .
Characterize those Vandermonde matrices with condition number equal to one, i. e., Vanderrronde matrices which are multiplds of
unitary matrices.

Sof ution 25-2.1by S. W. Dnunv: drury@math.mcgill.ca; McGill (Iniversity, Montr4al, Qudbec, Canada.

The length of the first row of Ais 1/n,so this is also the length of the gth column. So Di=,lrnl'@-L) = n and it follows that lzn | = 1
forq -  l ,2 , . . . ,n .  Wenowusethefact thatqthandrthcolumnsareor thogonal forg I  r .  Tt r isg ives! i=1(42,)p-L = 0,andi t
follows thatQz, - ,n t t, is an n th root of unity and that zs * zr. It follows that zn = zrr)kq, where o is a primitive nth root of
unityandwhere k1, k2,..., &, are distinctelements of {0, 1,2,...,f l  - 1}. So, afterrearrangingthecolumns,A is thematrixof the
Dfr  onZ(n\ .

Another approach to this problem uses the orthogonality of the first row and the remaining rows and Newton's identities to show
thatep(21, . . . ,2n)  = 0 for  k :  \ , . . . ,n-  1.  Onemaydeduce thataf terrearrangingthezq,wehave zq = zee forsomef ixed
constant e. One can then show that lz | = 1 as in the first step of the proof given above. We leave the details to the reader.

A solutionwas also rcceived from the Prcposers Chi-Kwong L1 Roy MATHIAS and Seok-Zun SoNc.

Problem 25-3: Linear Functions on Similarity Orbits of Complex Square Matrices
Proposed by Chi-Kwong Lt: ckli@math.wm.edu; The College of Williatnand Mary, Williamsburg,Vrginia, USA,
and Tin-Yau Tervr: tamtiny@mail.auburn.edui Aubum University, Aubam, Alabarna, USA.

l-et A e Mn, the set of n x n complex malrices, and let S(,4) be the similarity orbit of A, i.e., S(A) is the set of matrices in M,
similar to A. Show that /(S(,4)) is convex for any linear functional f on M,. What about 9(S(,4)) for some other linear function

9 : Mn -+ C* with rn ) l, is g(S(,4)) still convex?

Solution 25-3.1by S. W. Dnunv: drury@math.mcgill.ca; McGill Ilniversity, Montrdal, Qu6bec, Canada.

The following lemna shows that /(S(A)) is either a singleton or lD.

LEMMA. Izt A and B be n x n complex ntotices and suppose that {tr(B P-'lp)t P n x n, iwenibk} t' C,. Then either A or B
is a scalar tnultiple of the identity.

PRooF. Lett,rtbeorthogonalvectors. ThenT*{ = 0. I.etN = € I ?* sothatl[2 = 0. Nowdefinefor z e C,P = I *zN. Then
P - t - I - z N . w e f i n d

f t(Bp-tAp) : tr(8.4) + zn"lB,l l4- z2(rf / '€)(r l"Bo
Now a complex quadratic polynomial maps onto C unless it is constant, so we deduce that q*lB, A]6 = O and (A*A()(A*B€) = O
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for all orthogonal { and 7. Here [Il, A] means the commutator B A - AB . We make no use of the first of these identities. Now

consider the closed subsei X = { (t, ,i; t, n € An , T* € 
- 0}. Then X is a closed subset of Cn x lD" and therefore is complcte as a

meffic space. We have
X -  { ( { , ' l )  €  X ;T*  A€-  0 }  u  t ( ( ,  t l )  €  X  ; \ *B{  -  0 } .

By the Baire CategW Theorem one or other of the subsets on the right has non-empty interior in X. [.et us suppose without loss of

generality that it is tfrl nrst of these. Then, extending by linearity (first with € fixed and 4 varying in {r and then again with 4 fixed

and ( varying in ?'), we find that

t , q € C n , 0 * t = 0  +  ? * , 4 { = 0 .

It now follows first that A{ is a scalar multipleof ( for every vector € g C" and then that A =,\f for a suitable I € C.

( 0  1 \
Onthe otherhand,s(S(A)) neednotbeconvexincase n1,= 2, n =2. takeA = | l .  fnen A,-A e S(A). So,if

\o  o)
S(S(a)) is convex, then 0 € S(S(a)). I*t g be the linear functional that picks out the off-diagonal elements. Then S(A) must

contain a diagonal matrix, which is impossible. tr

Solution 25-3.2 by the Proposers Chi-Kwong Lt and Tin-Yau Tau.

Note that for every linear functional on Mn thae is a complex matrix C such that the linear functional can be represented as

X F+ trCX. Thus,

/(S(A)) : {tr(C,S-1AS) : ̂ 9 e. Mnisinvertible }.

We claim that either
(i) C or A is a scalar matrix, and /(S(A)) is a singleton, or

(ii) neither C nor A is a scalar matrix and /(S(A)) = A.

PRooF. lf C or A is a scalar matrix, then clearly /(S(A)) is a singleton. If it is not the case, then C has a Jordan block of size larger
than one, or C is diagonalizable with at least two distinct eigenvalues. In either case, C is similar to a matrix Cr with diagonal entries
ct t . . . tcn, (1,2)entryequal to l ,and ( i ,  j )  enryequal to0i f  j  -  i  d  {0,1} .  S imi lar ly ,A iss imi lar toamatr ixAr wi thdiagonal
entries d7t . . . t a,, (I,2) entry equal to 1, and (f , j) entry equal to 0 if j  - i  f {0,1}. Then tr(C1A1) = Ditaici € /(S(/)).
Furthermore, for any z € C, there exists a 2 x 2 invertible matrix ft such that

( " ,  1 \  ( " ,  0 \
Rl lR- '=f  I

\o ",1 \" ",)
So, tr(C1(.R A I"-z)At(R-1 e 1"-z)) -- , *D?=raici € /(S(,4)). Thus, /(S(A)) = C, i.e., (i i)holds. Theproof of ourclaim
is complete.

In general, suppose 9 : Mn -+ Ck is linear. Then 9(S(A)) may not be convex even if /c = 2 as shown by the example in Solution
25-3.lbys.W.Drury.Nevertheless,thereareexamplesthatg(S(A)) isconvexforA= n2-n*l.Forinstance,suppose,4€M,
has distinct eigenvalues ar t . . . t an, anf, S(X) = (trX, Xs), where Xs is obtained from X by setting all the diagonal entries of X
to 0. By a result of Friedland (lnZ), for any Yo e Mn with zero diagonal, one can find a diagonal matrix D such that D + Y0 has
eigenvalues (trrt. . .to,. Thus, D +Yo € S(A) and g(D + y0) = (trA, Ys). Hence,

s(S(A)) - 
{(trA,Yo) : }'o € Mnhas zero diagonal }

and is clearly convex. In general, it would be interestrng to determine the conditions on A and g so that 9(^9(A)) is convex.

Reference

S.Friedland (1972). Matriceswithprescribedoffdiagonalelements. IsraelJournalof Mathcmatics, 1f, 184-189.

Problem 25-4: Two Rank Equalities Associated with Blocks of an Orthogonal Projector
Proposed by Yongge TIAN: ytian@mast.queensu.ca; Queen's University, Kingston, Ontario, Canada.

/  A '  A r , \
A = l  l ;  A r r € ( D - x ' ,  A n e A * * k ,  A z r e 0 t ' " ,  A z z e 0 t * k

\ Arr Azz /



page 6

(a) Show that the rank of the upper-right rn x I block of Pa = AA+ is

rank ((P,a )12) = rank(A1 t : Atz) * rank(-421 : Azz) - rank(,A).

Here (.8 : F) denotes the partitioned block matrix with E placed next to F.

(b) Now suppose that A is Hennitian and idempotent, i.e., an orthogonal projector. Show that

Aprif 2001 : IMAGE 26

rank(A) - rank(A11) * rank(A22) - rank(A12).

Solution 25-4.1 by Jerzy K. BAKsALAnv: jkbaks@lord.wsp.zgora.pl;Tbdeusz Kotarbifiski Pedagogical University, Zielona G6ra,
and Oskar Maria Bexsnllnv: baxx@main.amu.edu.pl;Adam MicHevviczUniversity, Pomafi, Poland.

We solve the parts (a) and (b) of the problem in the reverse order. First observe that without the additional assumption that n = m,
/r = / theresultin (b) isinvalid. Thisis seenfromtheexample inwhich n1' =2,n = l,lc =2,1= 1, and

/ t \  lo  o\
A, ,= l  l ,  Arr= l  .1 ,  ,421 =(o)  and Azz=( i  +)

\0/ \+ ; l
Then rank(,A) = 2,whereas rank(A11) * rank(A22) - rank(A12) = 1. Since wery orthogonal projectoris a nonnegative definite

matrix,itfollowsfromTheorem l in [AL] thatif n = mandft = l,thentheblocks Ati U,i = 1,2) satisfy

AnA{rArz - Atz, A12Af,rA22 = Ar2, A21A{1A11= A2v and A22A[2A21= Azt' (1)

Corollary 19.1 in [MS] assures that the conditions (1) are suffrcient for the rank of A to be additive on the Schur complement, i.e.,

rank(A) - rank (At1) + rank(A 22 - AztAltAn).

An immediate consequence of (1) is that

A22Alr(A2lAlrArr) - A21A{tA1z and (A2LA{rAn)At Ar, = AztAl,tAn' (3)

on the other hand, from the idempoten cy of Ait follows that Azr = Azr An * AzzAzr ' AnAzt = (I - An) An ' and A21A12 =

Azz(/ - Azz). Hence, in view of (1)'

(A^ A1+1 Atz)A[r(AnA{tAn' 

:

According to Theorem
AztA{rAtz,  i .e . ,

A21 A[1A12 Atr(Art Ar, * A22A21) A{rAp

A21 Aft(fu2 A[2A21 Av2 t ApA21 A{1A12)

A2LAIJAL2(1 - Azz) + (1 - An)Anl = A^Al1(2At, - Ai'.) = AztA[tAtz' (4)

the conditions (3) and (4) are necessary and sufficient for rank subtractivity of Azz and

rank(A 22 - AzrA[rAril - rank(A 22) - rank(A nA[rAn)'

Moreover, since Arr is a nonnegative definite ma,trix, it follows that

rank(Azr.Af, Atz) = rank(Ai}ar+, A1:A{rAp) = rank(ArrA{rAt,) = rank('412)' (6)

Substituting (5) and (6) into (2) yields the required equalrty

rank(A) = rank(A11) * rank(A22) - rank(A12). (7)

The result in part (a) can be obtained as a corollary to (7). Denoting (,411 : Arz) and (A21 : A22) by ,41 and '42, respectively,

and assuming that A+ - (Gt t G2), the equality (7) applied to

17 in [MS],

(5)

( : " : " : " , : " )P a -  A A +  :
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takes the form
rank(AA+) = rank(A1G1) + rant(a2Gz) - rank(ArGz). (8)

It is clear that rank(-AA+) = rank(A). Moreover, since the nonnegative definiteness of AA+ implies the range inclusions

R(A1G1) ER(ALG1) andB(AzGt) gR(AzGz), it follows that

rank(Aa) ) rank(A;G;) = rank(,Ar (G1 : G2)) ) rank(A6A* A) = rank(A;), i = I,2'

Consequently, the equality (8) can be expressed in the form rank(, ) = rank(Ar ) + rant(ar) - rank((Pa)rz), as required. tr

Refercnces

tALl A. Albert (1969). Conditions for positive and nonnegative definiteness in terrns of pseudoinverses. SIAM Joumal on Applied Mathematics,

17,434-440.

MSI G. Marsaglia & G. P. H. SWan (1974). Equalities and inequalities for ranks of madces. Linear and Multilinear Algebra, 2,269-292.

Solution 25-4.2 by Hans Joachim WrnNen: werner@united.econ.uni-bonn.dei University of Bonn, Bonn, Germany

First, we grve an elementary proof of (a). Then we show that the (claimed) statement (b) is correct, irrespective of the orthogonal
projector A, if and only if n = m and k = I.

PRooF or (a): lret Abe an arbitrary but fixed matrix of rank r, and let 7 6 6(m+l)x' be a mafrix such that LI*(J = 1" and

R(Lr) = R(A).In other words, let the column unigry -utx [/ be such that its columns form a basis for the range (column spac.e)

R(A) of A. ThenthereuniquelyexistsamatrixV* € 6rx(n*k) suchthat

A-L'rrr* :  (7, : ,7, : , )= ( : ' , ' , : ' , ' , ) '  where ( I - and v*

*(J -- UiUr + U;Uz - Ir,rtis easy to

( ; )

Since [/are partitioned in accordance with A. So, in particular, t/1 € (D* x'

see that
(LrJri

IJ [-t* = |
\ u2tli

Clearly (Pd)t, - Ufli € (D-x'. Consequently,

rank((Pa)12)  = d im R((Po)rr )  = d im R(U;)  -  d im R(U;)  nrV(Ul) ,

where "A/(.) denotes the null space of (.). Since

rank( t /2)  - rank(Uf)  =dimR(U;) , rank(A11 :  Arz)-  rank( t /17i  :  U1V,! )  =rank( [ / r7*)  =rank( [ / r )  -d im?-(Ut)

and

rank(A21 : Azz) - rank(U2Vi : UzVi): rank(tlzV*) - rank(U2) - dim R(Uz)

it is now clear that the claimed rank equation under (a) is correct if and only if

rn view or r = uir, + Lr|(r2 we r",u;ri*==:T::l :ffi::i::::, trrat //(yr) e R(u;)and hence, Rtu;) n
Al(U) = Af (Ur). Sincebythewell-known DimcnsionThcoremdimR(tl1)+dim N(Ut) = r,ourproof of (a)iscomplete. tr

DrscussroN or (b): Now suppose that A is Hermitian and idempotent, i. e., an orthogonal projector. Then A = Pa. When n = rz
a n d J - k , V * = U * ,

rank( ,411 :  An)  - rank( t /1)  = rank(U1Ui)  =rank(A11)

and
rank(421 :  Azz)  =rank(U2[ /* )  =rank( /2)  =rank(U2t l j )  =rank(A22)

sothatthedesiredresultisadirectconsequenceof(a).Thattheresult,however,doesnotnecessarilyholdwhenn#morl{kcan
beseenbymeansofthe3 x Smatrix A'.= Is. LetArr betheupperleft2 x l subblockofthisidentitymatrix,andletthematrices
Azr, An and A22 be chosen accordingly. Then rank(A) = 3, whereas rank(A11) * rank(,422) - rank(,412) = 1. tr

anduz € (Dlxt .

Ului \
l - P a .

Lrz[r; )
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Sof ution 25-4.3by Simo PUNTA,NEN, sip@uta.fi; university of Tampere, Thmpere, Finland,

George P. H. Srya,N: styan@total.net; McGiIl IJnivercity, Montrinl, Qu6bec' canada,

and the ProposerYongge Tn}I: ytian@mast.queensu'ca; Queen's University, Kingston' Ontario' Canada'

The rank equalrty (a) wittr Arr and Azzpossibly rectangular, and the rank equality (b) withboth Ari ed A22 sQuare, follow at onoe

from the following theoren.

THEOREM.  Le tA€Ah*h ,X €Chr*  andY €chr t  besuchtha t (x :Y \has fu I t rowrankhandx*Y =0.Then

rank(X. P,q,Y) - rank(X.A) + rank(y. A) - rank(A)- (e)

Toprove(a) ,we le th  =  m+landputX*  =  ( I ^ :0 )andy '=  (0 :  I r f  When.Ar rand A22resquarc thentheresu l t

@) follows at once ftom (a) since when A is Herrritian and ide,npote,ni then Fn = A, rank( As z Ap) = rank(411) and

rank(r{zi : A22) - rank(A22). These last two 
"qoai 

io nord fol a{gonneeative definite A, not necessarily Hermitian idempote'nt'

andsothenrank((pa);;i=;;k(Arr)+r*t(ar2)-rank(,A) wngn-aisnonnegativedefinitethe,nAis"blockrmk-additive",

i.e., rank(A) = rank(A11) * rank(.422), if and oniy ir ((pa)rr1'= o, for other cbaracterizations ofblock rank-additivitysee Drury

et al. (2AAQ,T'[. 3, P- 16).

when Arr and Azzaf,e not square and A is nonnegative -definite, not necessarily idempotelrt, then possibly rank('r{ri : Atz\ )

rank(A11) and so rank((Pa)rz) > rank(A1,i;;u(,rJ -- *i*ta)' For ocampb' L'L - diag(l' 2' 3) and At = (1' 0)"

the upper left 2 x 1 submatrix oi a. ,, * pa'= Is, rank(A11) = I - rank(Azz) and rank(A) - 3; thus rank((Pa)rz) = 0 >

1 + 1 - 3 = -1. See also the discussion of this point in solutions 254'l and 254'2 above'

The rank equatity (g) was proved by Drury et al. (2000,p. 13) for A nonnegative definite (and thus square); but theirproof also

works for A not necessarily nouegative definite, indeed not wen squaret we us-e the following lemma due to Puntanen (1985' p' 12;

1987, Th. 3.4.1,p.34); see also Baksalary g $-iiggi), p*'y 
" 

a/' (2000' LEmma 2' p' 13) and Tian & Styan (2000):

LEMMA. Letthecompla,matr ices F andGbehxmandhxl,respect ively,andlet Pp = FF+ ardPc = GG+ denotethe

corresponding oftnogiiatproiectors, with Qp - In - Pp and Qe - In - P6' Then

rank(pr pcQil = rank(pp pc) * rank(pr : pc) - rank(F) - rank(G)

= rank(PpP6) * rank(QpP6) - rank(G) (ll)

= rank(P6Pp) * rank(Q6P5') - rank(.F) - 'mlnk(Pe PpQe)' (12)

If we put F = x and G = A then the left-hand side of (10) becomes the lefrhand side of (9), i'e', rank(x.PaY)' since

with (X : y) of full row rank we have ex = py, ud(') becomes tn" cgnt+^aside of (9). From (10) and (12) we see that

,""Uiirp.qp) = rank(P6 PrQc) and so we can interchange F and G'

PRooF. We will make r€peated use of the formula

rank(K '- L) = rank(K) $ rank(Q;a'L) = rank('L : 'I()'

see Marsaglia & Styan (lg74,Th' 5, p' 274)' We have

rank(PrPcQil = rank((PpP6Qr)-) = rank(QrPcPr) = rank(Pp t PePr) - rank(F) (14)

(10)

(13)

= rank (QcPr) * rank (PcPr) - rank(.F )

= rank(Pr : Pc) - rank(G) * rank (PcPr) - rank(Fl)'

which proves (10)- To go from (14) to (15), we use the equalities

rank(Pp t P6Pp) = rank(Pp - PcPr : Pe Pr) - rank(Q6Ps : PcPr)'

while to go from (r5) to (16), we use the virt'al disjointaess of the c1l'nn spaces of gcpr and pe pp. otherqrise we have used

only (13), which we may also use to deduce 1r j t"- o." right-handside orito);.sinci ae right-hand side of (10) is "slmmetric"

in F and G, both the equalities in (12) rolto* 
"ilo*, 

*ioe ,;t(pr P;) - rL[i(prpo).) = rank(P6P3)' tr

(  1s)

(1 6)

(17)
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Prcblem 25-5: Three Inequalities Involving Moore-Penrose lnverses
Proposed by Yongge TnN: ytian@mast.queensu.ca; Queen's University, Kingston, Ontario, Canada.

Do the three inequalities

( A +  B ) +  1 r  A +  *  B + , A ( A + B ) + P  ( r - A +  * B * , (A :  B)(A ,  B)+ ay AA+ + B B+

hold for all nonnegative definite matrices A and. B ? Have these inequalities been considered before? Here (,4 : B) denotes the
partitioned block matrix with A placed next to B and Sr- denotes the liiwner ordering.

Sofution 25-5.1 by Jerzy K. BAKsALAnv: jkbaks@lord.wsp.zgora.pl;Tadeusz Kotarbiliski Pedagogical University, Zielona G6m,

and Oskar Maria Blrsnlany: baxx@main.amu.edu.pl;Adam Mickiewicz University, Pounfi, Poland.

None of the three proposed inequalities holds for all nonnegative definite matrices A and B. Matrices constitutingcounter-examples
for the first and third inequalities are

A-(::)andB-(ll)

for which

A++B+_@+B)+

and

i)+( ; ; )

are not nonnegative definite. In these two cases there is no possibility to construct counter-exarrples for nonzero matrices of order
one. This is possible, however, in case of the second proposed inequality, even under the additional condition that both matrices
involved are equal. If AB = (a), with areal a satisfying a > 2,then

A+ +  B+ -  A (A+ B)+B= (  * )  +  (  * l  -  ( * )  =  (  5# ) ,

which is not nonnegative.

In the second part of our solution we establish a theorem related to ttre ttrird inequality. Since for any complex matrix K, the
product Px - K K+ represents the orthogonal projector on the column space C(K), the proposed inequality can be re-expressed in
the form

P(t,at 1t P,q * Pa (18)

irrespective of whether or not the matrices A and, B are nonnegative definite. A necessary and sufficient condition for validity of
(18) appears to be the commutativity of Pn and Pp.
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THEoREM. For uty rn x n and m x p compla matrices A and B, the onhogonal prcjector P1t,q is a prcdecessor of thc swn of
onhogonal prcjectors P,q * Pa in the sense of liwner otdering if and only if PaPs = Pn Pt .

Pnoor. It is known (and easy to veriff) that the column space (range)

c(A, B) -  c(A) 6 c(( /  -  pa)B),

I
where f denotes the identity matrix of order rn and the symbol @ indicates that the subspaces constituting a direct sum are orthogonal.
Consequently, PG,s\ = Pt * Pg -e,.i1 and (19) can be reexpressed as

PU-piB 4L Pa. (20)

It is well known that the Liiwner ordering between orthogonal projectors is equivalent to the inclusion of the subspaces on which

theyproject,andtherefore(20)holdsifandonlyltC((I-Pe)B)qC(B).Butthismeansthat

(1e)

PBQ - P.q)Pa: (f - Pa)Pn,

and since (21) is clearly equivalent to PaPs = PpPt, the proof is complete.

(2r)

tr
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Problem 25-6: Generalized lnverse of a Matrix Product

Proposed by Yongge TrnN: ytian@mast.queensu.ca; Queen's (Jniversity, Kingston, Ontario, Canada.

IA A e fD-x' and B €. An'p be given. It is well known that the reverse order law (AB)- - B- A- does not hold in general for

aninnerinverseof themafrixproductAB. Show,however,thatfor ny A- ardB-,the product B-(AIABBt)t-A- itaninner

inverse of AB,that is, the set inclusion { B- (AI AB BI)I A- } g { (,48)- } holds, where (.)t denotes the Moore-Penrose inverse.

Sofution 25-6.1 by Jerzy K. Bersallnv: jkbaks@lord.wsp.zgora.pl; Tad.eusz Kotarbifiski Pedagogical University, Zielona G6ra,

and Oskar Maria BAK5ALARy: b6lo(@ main.amu.ed u.pl; Adam Mickiewicz University, Postafi, Poland.,

I-et & and P2be orthogonalprojectors, i.e-, Pl - Pi = Pi, i = 1, 2. Then

(PrPz)+ = P2(P1P2)+ P1,

which follows straightforwardly from the definition of the MoorePeDrose inverse by veriffing that

P1P;(1P2)+ Pl rrrter(hPz)+ hPz = PtPz,

P2(Pt P2)+ P? P; (PrPil+ PL = P2(P1P2)+ P1P2(P1P2\* Pt = P2(P1 P2)+ P1

and noting that the Products

h P; (PL P2)+ P, = (h P2(h P2)+ )* Pr = (P? P^ h Pz)* )* = P1 P2(P1 P2)+

and P2(hPz)+ P? P2 = P2((P1P2)+ P1P2)* = ((PrPz)+Pr P]). = (ftP2)+ P1P2

are both Hermitian.

Since .4+,4 arrd BB+ are the orthogonal projectors on the column spaoes C(A.) and' C(B), respectively, we adopt the notation

A+ A = Pr and BB+ - Ps. Then on account of (22), it follows that

(22)
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ABB- (PA. PB)+ A- AB = ABB- P6(Pa. Ps)+ Pa. A- AB = APn(Pn' Pn)t Pe'B

and so B- (PA. PB)+ A- is a generalized inverse of AB irrespective of the choice of generalized inverses A- and B- . o

Solution 25-6.2by Hans Joachim WnnNsn: werner@united.econ.unFbonn.de; University of Bonn, Bonn, Germany

It is well known that for the Moore-Penrose Mt of a complex matrix M wehave

R(MI )  =R(M* ) ,  N (Mt )  =  N (M* ) ,  Pu  =  MMt ,  i l d  Pu .  =  M tM,

where Tt(fu|), N (M), M* , PM, and Py. denote the range (column space) of M , the null space of M , the conjugate transpose of

M, the orthogonal projector onto R(M) (along Af (M.)), and the orthogonal projector onto R(M.) (along "A/(M)), respectively.

Therefore (AI AB Bt )I 
- 3 3I (At AB BI)t At Aand hence,

At ABB- @t 7'apIlt 4- ABBI - AI ABB- BBt 1et eBBtlt fi n4- nBBI - At ,q.sAI (eI eagIlt 4I t ant - AI ABBI ,

which in turn directly implies that AB B- (AI AB BI )t A- AB = AB. This completes our proof. tr

A solutionto this problemwas also received frcm the Proposer Yongge TIIN.

Problem 25-7: Hadamard Product of Square Roots of Correlation Matrices
Proposed by Fudren ZneNc: zhang@nova.edu;Nova Southeastem University, Fon Laudedale, Florida, USA.

Show that for any correlation matrices A ard B of the same size (nonnnegative definite matrices with diagonal entries 1),

At/ ,  o  Bt / ,  1L I ,

where o stands for the Hadamard product rod Sr_ for the Liiwner ordering.

Solution 25-7,1 by Hans Joachim WenNrn: werner@ united.econ.uni-bonn.dei (Jniversity of Bonn, Bowt, Germany.

Since the square root of a nonnegative definite matrix is again nonnegative definite and the cone of nonnegative definite matices
is closed under the Hadamard product, the claim is equivalent to ,\ma*(A'l' o B'/") ( 1, where l^"*(') stands for the largest
eigenvalue of the matrix (.). In order to prove this, observe first that A1/2 o A1/2 and Br/2 o B'/" are both doubly stochastic matrices
because A and B are correlation matrices. Hence we know that the Euclidean length of each row in,4'l' and of each row in B'l' is 1.
According to Theorem 5.5.3 in [HJ], o-.*(At/2 o AL/2) 1 r^u*(A'/")c*u*(B'/'), with r-.*(.), c-.*(.) and o*.*(.), respectively,
denoting the largest Euclidean row length, the largest Euclidean column length and the largest singular value of (.). Since for a
nonnegative definite matrix its singular values coincide with its eigenvalues, we now obtain, as claimed, \^u*(A'/" o B'/') < 1. tr

We proceed by considering two special cases. First, we note that for each correlation matrix A the largest eigenvalue .\-.* (A'l' o
At/')=l,sinceAl/2oAr/2isastochasticmatrix.Second,wecollectafewresultsconcerning2x2correlationmatrices

( t  r \
R r : =  |  |

\"  r l
Clearly,,R, isacorrelationmatrixif andonlyif -1 < r ( 1. Then

spec( rB, )  -  {1+  r ,  I  -  a } ,

where spec(.) indicates the spectrum of (.). Puttingr, := \n + r and s, :- 1/T-4, we have

, . ^  1 ( r r * s ,  r r -  r " \

R t . l z - ; l  I ,  s p e c ( R t " l ' )  = { r * , s , } ,
z  

\ r r - s { :  r * * s r )
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and

Next, consider
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RIlz o Rrrlz
I

4

( r r rv  *  Txsy  *  s "  ry  *  s rEy  TxTy -  r rsy  -  EsTa * .s r t t  

)I
\  r "  ry -  Trsy -  srrv *  ExEy TrTy *  r rsv *  ErTa *  s,  sy /

s p e c ( R ' J ' "  R { ' )  -  { * ( r , r y *  s , s y ) ,  * ( r , s y  * s " r y ) } .

#( :: ) 
'*( 

:; ) 
and#( 

:; )
and observe that the Euclidean length of each of these vectors is unity. By applyrng the Cauchy-Schwarz inequality to suitably

chosen pairwise combinations of these three vectors, it is now possible to obtain again, but in an alternative manner, our former

observationthatbotheigenvalues of the 2 x 2 matrix R!" o R{'are less than orequal to 1. Formostof these 2 x 2 matrices, both

eigenvalues are even strictly less than 1. More precisely, at least one of these eigenvalues is 1 if and only if c - g in which case the

spectrum of the Hadamard product reduces to

we invite the inrerested reader to o'u *."r|":ff;X;;^ l; -" eigenvalues when the corretation matrices
areof ordern x nwithn ) 3.

Reference

ttryl R. Horn & C. R. Johnson (1994). Topics in Matrix Analysis, Corrected reprint edition. Cambridge University Press.

Solution 25-7.2by S. W. Dnuny: drury@math.mcgill.ca; McGill University, Montrdal, Qudbec, Canada,

George P. H. SryeN: styan@total.nel; McGiIl University, Montrial, Qudbec, Canada,

and the Proposer Fuzhen Zn^lnc: zhang @ nova .edui Nova Southeastern Universiry, Fon Inuderd'ale, Florida' USA.

The maffices

x -  
( : , * ' , ' )  

a n d  Y -  ( : , , , ' ' ; )

are both nonnegative definite, and hence so is their Hadamard product

/  I  A t t 2 o B t t 2 \

xoY= (  I
\ A ' t " o B ' t '  I  I

WenotethatAo J - I =1 oB since AandB arecorelationmatrices. TheSchurcomplement I -(A't '?8"') '  isnonnegative

definite and so all the eigenvalues of (A't' o B'/')2 are at most 1. Hence the eigenvalues of A'/' o BL/2 are at most I and so

Ar/2 o Brt2 (1 f, as r"qoioa. 
n

Anotherproof follows from the followingobseryation, see [1]: For any nonnegative definite A, B we have

A o B e t y L , 1 ' ' + n z S " t .

Reference

lll F. Zrang (2000). Matix inequalities by means of block matrices. Dept. of Math, science and Technology, Nova southeastern university' Fort

Lauderdale, Florida, Preprint 11 pp. To be published in Mathematical Inequalitics & Applications'

prcblem 25-8 with solutions are on pp. 21-23 below; new prcblems on pp. 24-25 +
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Tenth lnternational WorkshoP
on Matrices and Statistics

Voorburg, The Netherlands: 2-3 August 2001
The Tenth Intemational Workshop on Matrices and Statistics

will be held under the auspices of the International Statistical

Institute in Voorburg, The Netherlands, on Thursday, August 2,

and Friday, August 3 ,zOO1. Voorburg is near Den Haag (The

Hague) and the Workshop will be held in the Statistics Nether-

lands (Central Bureau of Statistics) building which houses the

Permanent Office of the International Statistical Institute (IS!.

Invited speakers include T. W. Anderson (USA), J. K. Baksalary
(Poland),H.Bozdogan (USA), N. R. Chaganty (USA), S. Ghosh

OSA), J. C.Gower OK), J. GroB (Germany), W. J. Heiser (Lei-

den), E. J. Kontoghiorges (Switzerland), and F. Ztang (USA).

This Workshop is being organizedby the Data Theory Group
from Leiden University and will be a Satellite Meeting of the
53rd Session of the International Statistical Institute (Seoul, Ko-
rea: 22-29 August 2001); this Workshop is endorsed by the In-
ternational Linear Algebra Society and supported, in part, by
CANdiensten, distributors of S-PLUS. Further information can
be found at our Web site: http://matrix.fsw.leidenuniv.nl

This Workshop will be an opportunity for all those work-
ing in Matrices and Statistics to meet and exchange ideas. As
usual there will be sessions of invited papers and sessions of
contributed papers; it is expected that many of these papers will
be published, after refereeing, in a Special Issue on Linear Al-
gebra and Statistics of Linear Algebra and its Applications.

Accommodation will be in the Mtivenpick Hotel (Station-
splein 8; fax (3L-70) 337 -3700) directly opposite the Voorburg
railway station and a short walk from the Hofwijck Manor and
the Huygensmuseum. According to the World Book Enqclo-
pedia, Gottfried Wilhelm von Leibniz (1646-1716) is indebted
to Christiazm Huygens (1629-1695), the Dutch physicist, as-
tronomer, and mathematician "from whom he learnt much of
his mathematics"; Huygens invented the pendulum clock, and a
replica is housed in the museum. The Workshop dinner will be
held in the imposing Kurhaus (1885) in Scheveningen.

The International Organizing Committee for this Workshop
comprises R. W. Farebrother (UK), S. Puntanen (Finland, vice-
chair), G. P. H. Styan (Canada, chair), and H. J. Werner (Ger-
many). The National Program Committee includes J. ten Berge
(Groningen), D. Berze (ISI), P. J. F. Groenen (Leiden, chair),
'\ry. 

J. Heiser (Leiden), H. A. L. Kiers (Groningen), J. R. Magnus
(Tilburg), J. J. Meulman (Iriden), and'W. R. van Zwet (Leiden).

The following talks are expected:

Y. I. Abramovich, N. K. Spencer & A. Y. Gorokhov: Maximum likeli-
hood completion of partially specified covariance matrix estimafes

T. W. Anderson: Title to be announced.
J. K. Baksalary: Projectors-a bridge between

linear algebra and mathematical statistics
O. M. Baksalary: Idempotency of linear combinations

of three idempotent matrices, two of which are disjoint
H. Bensmail & H. Bozdogan:

Supervised and unsupervised clustering for mixed data
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H. Bozdogan & J. R. Magnus: Misspecification resistant

model selection using information complexity

C. Carroll: The need for robust network analysis
techniques for fietd studies of multiplex business interactions

N. R. Chaganty & A. Vaish: Wisharfrtess and independence

of quadratic forms in correlated singular normal vectors

K. L. Chu & G. P. H. StYan:
Equalities and inequalities for canonical efficiency factors

H. Drygas: Autoregfessive elror processes and cubic splines

R. W. Farebrother: On rotation, reflection, and reftoflection matrices

J. Fortiana & A. Esteve:
Estimable functions in distance-based ANOVA

P. Foschi & E. J. Kontoghiorghes: Estimating SLJR models with

ortho gonal regre s s ors<omputational aspects

S. Ghosh & C. Burns: Comparison of four new general classes of search

designs for factor screening experiments with factors at three levels

J. C. Gower: Applications of the modified Levenier-Fadeev algorithm

J. Hauke, R. Bru & J. Mas: On nonsingularity of some maffices used

in an iterative method for the solution of linear systems

Christiaan Huy gens-phy sicist, astronomer and mathematician

I. Ibraghimov: Improving stability of PARDEC algorithm
for three- and multi-way decompositions

H. Keldennan: Conditions on graphical models
with interchangeable measurements

T. Klein: Analysis of a quadratic subspace of invariant
symmetric matrices as a tool for experimental design

P. Knottnerus: An antique Pythagorean view of today's statistics
R. Kumar: Bounds for singular values
B. Lausen: Prognostic modelling by DNA array data

Random spectrum of (generalized) inverse Wishart maffices
A. Markiewicz:

Robust linear estimation with a misspecified covariance matix
E. Meijer: Matrix algebra for higher order moments
S. Mukherjee: Box-Jenkins analysis of synodic time series
D. S. G. Pollock: Circulant matrices and time-series analysis
S. Puntanen & J. GroB: Extensions of the Frisch-Waugh theorem
T. A. G. M. Steerneman: The Moore-Penrose inverse of QI 

-r 
Q

J. Szulc & F. Uhlig: Real eigenvalues of a real matrix
N. T. Trendafilov:

Principal components exfiaction based on their optimality
W. de Winter: Matrices and statistics with S-PLUS
H. Yanai, H.J. Werner & Y. Takane:

More on g-inverses, projectors and Cochran's theorem
F. Zhang: Matrix inequalities by means of block matrices.

fifth China Conference on
Matrix Theory and lts Applications

Shanghai, China: 14-18 August 2OO2
The Fifth China Conference on Matrix Theory and Its Appli-
cations will be held in Shanghai University, Shanghai, from 14
to 18 August 2002. This Conference will be a satellite meeting
of the z00zlnternational Congress of Mathematicians (ICM) to
be held in Beijing from 20 to 28 August 2002. The conference
registration fee is US$100, which also covers meals for four-
and-a-half days and a sightseeing tour. For more information,
contact Erxiong Jiang: ejiang@fudan.edu.cn or Chuanqing Gu:
guchqing @ guomai.sh.cn



Help your students master linear
algebra with the linear algebra
WebTester from Houghton
Mifflin. Written by Dr. Mark
Sapir of Vanderbilt University,
WebTester administers online
practice tests that reinforce class
lectures and allow students to develop their computational
skills. Students can practice as many linear algebra problems
as they need, for as long as they want. And since every test
is algorithmically generated, every test is different.
WebTester also provides definitions of key concepts, links to
proofs and theorefils, and instant feedback so students can
monitor their progress.

The Larson eonnection
WebTester accompanies the Fourth Edition of Elementary
Linear Algebra, by Larson/Edwards, with practice tests that
correlate chapter-by-chapter to the material in the text. WebTester

is available shrinkwrapped with the Elementary Linear Algebra

text. It can also be purchased separately for use with any linear algebra text.
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tal difference and illustrated it by recent numerical experiments
carried out by her group at CERFACS. These experiments show

that Krylov-type methods need an accurate inner process only

at the beginning of the convergence. This led Amina Bouras
and Val6rie Frayss6 (CERFACS) to propose and study a relax-
ation strategy for Krylov-type methods which allows the inner
accuracy to deteriorate as convergence proceeds. This counter-
intuitive sffategy can be shown to provide a substantial reduction
of the overall computer time required to obtain the solution with

a prescribed backward error.

Many important industrial domains can be successfully tack-
led by this approach. As an example, Valdrie Frayss6 presented
promising results on domain decomposition methods for hetero-
geneous and anisotropic probleffis, obtained jointly with Am-
ina Bouras and Luc Giraud at CERFACS. Returning to inex-

act Newton methods, the last speaker Andreas Frommer from
the University of Wuppertal discussed their implementation and
performance on parallel computers.

The workshop ended with a lively round-table discussion.
Everyone acknowledged that the industrial needs presented dur-
ing the workshop were particularly challenging and the en-
gineers were strongly urged to provide the community with
detailed examples and data. The workshop gathered 6 en-
gineers and 24 researchers from 5 countries (although this
would increase to 13 if the multi-ethnic distribution of CER-
EACS researchers is included). Its moderate size and the
nice and informal atmosphere really favoured fruitful discus-
sions and indeed fostered the binh of new collaborations. Ab-
stracts, slides and pictures are available from the Web site:
http ://www. c e rfacs. f r/a I go r I ite 12000 . htm I

Valdrie FRAYSSE and Elisabeth TRAVIESAS: CERFACS-Tbulouse, France

via Iain S. DUFF: isd@brora.cis.rl.ac.uk
Atlas Centre, Rutherford Appleton Inboratory

Didcot, Chilton, Oxon OXI1 0QX, England, UK
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Oberwolfach Meeting on Nonnegative Matrices,
M-matrices and Applications

Oberwolfach: 26 November-l December 2000

It is not very often that a meeting on some aspect of Linear
Algebra takes place at the famous Mathematics Institute in the
Black Forest in south-western Germany. Therefore, exffa credit
should be given to the three organizers Daniel Hershkowitz,
Volker Mehrmann and Hans Schneider, forputting together such
a meeting. As is customary at Oberwolfach, the meeting is lim-
ited to fifty participants (group photo below) who arrive on Sun-
day for a Monday-Friday meeting. There were some twenty
talks and the rest of the time was devoted to discussions and in-
formal sessions. Until late at night, one could often see groups
of two or more people around the table or in front of a black-
board. Some participants called this "the spirit of Oberwolfach."
This "spirit" appears to be responsible for the several theorems
that reportedly were proved during the meeting.

As the week progressed some of these new results were pre-
sented at the talks. In an informal session Monday after dinner,
Hans Schneider gave a short talk in which he posed a challenge
problem. It is interesting to note that this talk was a follow-up to
the talk he presented in Oberwolfach in 1982. A few people took
up the challenge and thanks to "the spirit of Oberwolfach" and to
several discussions and collaborations, the appropriate theorems
were proved by Thursday. Luckily, the community at large will
have the opportunity to read about many of the talks presented,
and the new theorems proved, since there will be a special is-
sue of Linear Algebra and its Applications devoted to papers
presented at the meeting. The special editors are Daniel Her-
shkowitz, Judith McDonald and Reinhard Nabben. Abstracts of
the talks are available from the Web site: http://www.mfo.de

Daniel B. SZYLD: szyld@math.temple.edu
Dept. of Mathematics, Tbmple University, Philadelphia

Participants of the Meaing onNonnegative Matrices, M-matrices andApplication*Oberuolfrch 30 Novenber 2N0.



,ffi;$,ffiT.ffi *iffiY'iffi.ffiffi:'

ffi,H.#,#ffi ffi . ffi Sj.$:*', ffi ffi'' i.S 
:::::

ii'''li: ii, ,,il,,, ,fiq i,ii ,i. 'it ii , $





page 18

Ninth lnternational Workshop on
Matrices and Statistics

Hyderabad, lndia: 9-1 3 December 2000

The Ninth International Workshop on Matrices and Statistics, in
Celebration of C. R. Rao's 80th Birthday, was held in Hyder-
abad (Andhra Pradesh), India, from December 9-13, 2000. This
Workshop was organized in Hyderabad by the Indian Statisti-
cal Institute (ISI) and the Society for Development of Statistics,
in collaboration with the Birla Science Cenffe, Osmania Uni-
versity and the University of Hyderabad. The International Or-
ganizing Committee (IOC) comprised R. W. Farebrother (Eng-
land, UK), S. Puntanen (Finland), G. P. H. Styan (Canada; vice-
chair), and H. J. Werner (Germany; chair). The Local Or-
ganizing Committee in India included R. Bhatia (ISI-Delhi),
P. Bhimasankaram (ISl-Hyderabad), G. S. R. Murthy (ISI-
Hyderabad), V. Narayana (Isl-Hyderabad), M. S. Rao (Osma-
nia Univ., Hyderabad), B. Sidharth (Birla Science Centre, Hy-
derabad), LJ. SuryaPrakesh (Osmania University, Hyderabad),
R. J. R. Swamy (Osmania Lfniv., Hyderabad), P. Udayasree
(Univ. of Hyderabad), and K. Viswanath (Univ. of Hyderabad).

The pulpose of this Workshop was to stimulate research ild,
in an informal setting, to foster the interaction of researchers in
the interface between maffix theory and statistics. The Work-
shop, with more than 100 participants (group photo on pp. 16-
17 above) from 17 counffies, began with the Inauguration Cere-
mony on Saturduy, December 9. Inaugural addresses were given
by D. C. Reddy (Vice-Chancellor, Osmania University), H. ;.
Werner (Univ. of Bonn, IOC Chair), and M. Sudhakara Rao
(President of the Society for Development of Statistics). This
was followed, on the Saturday and Sunday, by a Short Course
comprising the ten invited one-hour talks on recent advances in
Matrix Theory, with Special Reference to Applications in Statis-
tics.This Short Course was followed by the presentation of about
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forty further research papers on Monday, December 11
Wednesday, December 13. The Workshop proper included ses-
sions of invited talks (40 minutes), contributed tatks (15 min-
utes) and talks by students (20 minutes). Most Workshop ab-
sffacts are included in the Worl<shop Programme with Abstracts
as of 2000-II-29 which can be downloaded from the Work-
shop Web site: http://eos.ect.uni-bonn.de/HYD2000.htm. It is
expected that many of these papers will be published, after ref-
ereeing, in a Special Issue on Linear Algebra and Statistics of
Linear Algebra and lts Applications; the Eighth Special Issue
on Linear Algebra and Statistics is vol. 321(December 2000).

The Short Course was held in the Auditorium at the Prof.
G. Rami Reddy Centre of Distance Education on the Osmania
University campus and the Workshop proper in the Birla Sci-
ence Cenffe in downtown Hyderabad. On Tuesday, December
12, there was a special ceremony in the Bhaskara Auditorium in
the Birla Science Centre celebrating the 80th Birthday of C. R.
Rao (newspaper article below from the Indian Expres,s, 9 De-
cember 2000). His Excellency Dr. C. Rangarajan, Governor of
Andhra Pradesh, was the Chief Guest and Speaker; further Ad-
dresses, Remarks and Felicitations to C. R. Rao were presented
by Malakonda Reddy (Executive Secretary, Mediciti Hospitals,
Hyderabad), M. Sudhakara Rao (President: Society for Devel-
opment of Statistics), S. B. Rao (Former Director, ISD and H. J.
Werner (Univ. of Bonn, IOC Chair). A ballet performance by
the children of the MNR Educational Institutions was followed
by the Workshop Banquet.

On Monday evening, December 10, the cultural prograrnme
was highlighted by the play "Journey through Mathematics:
The Crest of the Peacock" directed by Professor Shewalker and
staged by students of the Sarojini Naidu School of Performing
Arts. The play began in the days of the Indus Valley Civilisation
in Mohenjodaro (3000-1750 Bc) and ended in the 20th century.
The marble of the Naubat Patlad, Birla Mandir, was a marvelous
backdrop for this 'trnique theatre for Mathematics''. -Eds.

Bv B lGlso{ Moun
Oecemleng.

Bhaslcara auditorium ofthe BM'
Birla Science Centre the next
three.

Talking ro. W Ex4rs,
M.Rao said statistics
played a yital role in
all sphereo of llfe,
Fqdering i{abil-
ity to.the data

helpirE draw ,
out infer- '

enoeg.
The predic-

tion of demo
graphic trends
was possible
only with statls-
tics. In healttt it
unas used to interBret \

Ciaegrostic reports and
take decisions on medication It
qras u$ed in gading samptres to
.e-ftA sut brulk transactions.
Inilus6y, urvbomlogy and BsV-
eloloey were just a few sf the
trelds in which statistics was
used to arive at oncltisions.

He said ttnt in comine years

To date, Rao has rcceivedhon-
txrns ftom unhrcrsities ln .f5
cotntries and has autborpd t4
books. Tbe Ctanen-nao ineeual-
ity traw, the RaoBlaclnnll tfieo
rem, Rao's score testaqg sore of
hls well-lmwn ontrihrtims to
the discipline

Trro dhis books,'Ifirq fu-
tis'id,t l6qae and eafgtcs
ard Tnfitr, hbve been trandeted
world-wide.

EarU€r, ISI dirpctor SB Rao
addressing mediaBenms' said
the workstrop wasintehded as a
plaform for , lirteraction
between statisticians. . About
U0 stadsticiaru, 'including {0
6omabma4 wiU be'participat-
ing intheworkshop

Intemstional .qnnising
cotr$ittee members- IU \trterner
forn C*lrrar ry, vicec.hairman S
hrnlanen, RW lhlrbrottrer,
GPH Styan, rutional committee
rnembens P Bhirnasankaran,
R.IR Swaury, K Vishwanatlu M
Sudhalar Rao ad seieral other
eperts atterded the.neeting.
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Workshops and Conferences in Linear Algebra and Matrix Theory

I nternational Workshop on
Parallel Matrix Algorithms and Applications

Neuchitel, Switzerland: 17-19 August 2000

This International Workshop on Parallel Matrix Algorithms
and Applications (PMAA) was organised by Erricos Kon-
toghiorghes, Oliver Besson and Paolo Foschi (University of
Neuchdtel), Peter Arbenz (ETH Z'drrich, Switzerland) and M. Pa-
przycki (University of Southern Mississippi, Hattiesburg) in co-
operation with the Society for Industrial and Applied Mathemat-
ics Activity Group on Linear Algebra. It was endorsed by the In-
ternational Linear Algebra Society (ILAS) and took place in the
University of Neuchitel from l7-I9 August 2000. The principal
aim of the workshop was to provide a forum for the exchange
of ideas and competence for specialists in those areas of paral-
lel computing that are based on maffix algorithms. Four tutorial
sessions were delivered on the first day of the workshop, the un-
derlying theme being Parallel Numerical Applications. During
the second and third days, there were two invited talks, forty
selected talks, ffid one tutorial session. The workshop was at-
tended by approximately one hundred delegates from more than
twenty countries.

In the first tutorial session, Marcin Paprzycki (University of
Southern Mississippi, Hattiesburg) provided a very interesting
overview of the recent developments and the state-of-the-art in
the areas of high performance hardware, tools, environments,
and libraries as related to maffix algorithms. Some current re-
search projects that were deemed to be worth watching were also
summarised. During the second session Maurice Clint (Queens
University of Belfast, Northern Ireland) addressed some aspects
of iterative and direct methods for the partial eigensolution of
large, sparse, real symrnetric matrices. In particular, several im-
portant features of the Lanczos method were discussed and the
performances of some recently developed variants of the method
were analysed in the context of their effrcient implementation on
a number of machines with different architectures.

In the first part of the third tutorial session, Yousef Saad
(University of Minnesota, Minneapolis) presented a very in-
formative overview of the state-of-the-art in general iterative
solvers for the parallel solution of large irregularly structured
sparse linear systems. The emphasis was placed on pre-
conditioning methods with a bias towards those algorithms with
good inherent parallelism. In the second part, methods specifi-
cally designed for message-passing parallel platforms were con-
sidered and their implementation was illustrated by means of
PSPARSLIB, a portable library for solving sparse linear systems
on distributed memory parallel platfonns. In the fourth and fi-
nal tntorial session of the first day, Marcus Grote (ETH Zidrnch,
Switzerland) presented the SPAI pre-conditioner as an alterna-
tive to the ILU pre-conditioner, which is difficult to parallelize,
and the Polynomial and Block-Jacobi pre-conditioners, which

are easy to parallebze but are not effective for many difficult ill-
conditioned problems. The SPAI algorithm computes explicitly
a sp:use approximate inverse for use as a pre-conditioner, is very
general in its applicability, and was shown to be effective even
when applied to difficult problems.

The first invited talk was presented in a very stimulating
manner by Ahmed Sameh (Purdue University, West Lafayette,
Indiana) and focused on the topic of Parallel Algorithms for
Solving Indefinite Systems. The systems referred to are linem,
nonsymmetric, indefinite and sparse and arise in the simulation
of incompressible fluid flows involving thousands of rigid par-
ticles. TWo approaches to the handling of these linear systems,
each of which is amenable to efficient implementation on a par-

allel computer, were outlined. In the first, the linear systems are
solved by using a novel multilevel algorithm. In the second, ef-
fective ordering of the irregular gdd nodes was shown to yield
an indefinite subsystem which, after suitable pre-conditioning,
may be solved usin g a novel hybrid (direct-iterative) scheme.
The effectiveness of the two approaches was demonstrated by
the use of numerical experiments.

In the second invited talk entitled Parallel Computation of
Financial Equilibria as Variational Inequalities, Anna Nagurney
(University of Massachusetts, Amherst) reviewed some large
scale applications, notably traffic network equilibrium problems
and spatial price problerls, in which parallel computing has
been successfully applied. She also illustrated clearly how paral-
lel computing may be used to solve a variety of general financial
equilibrium problems. The methodologies discussed included
variational inequality theory and projected dynamical systems.

The selected talks were grouped into one session that
was concerned with SVD and its Applications and five par-
allel sessions. The SVD session provided four papers which
dealt with block two-sided Jacobi SVD algorithffis, a new bi-
diagonalisation method, rrd algorithms for Information Re-
trieval. Eight papers were delivered in two Applications ses-
sions on a variety of topics, including Air Pollution Modelling,
Earth Science Calculations, Geomechanics, and Stnrctural Me-
chanics. TWo Linear Systems sessions also provided eight pa-
pers. Among the issues addressed were pre-conditioning, high
performance parallel direct solvers for sparse positive definite
systems, scalable parallel sparse LU factorisation, partitioning
of sparse maffices for multiprocessor systems and inversion of
symmetric matrices.

Typical of the twenty papers presented in the remaining ses-
sions on (i) Sparse Approximate Inverses, (ii) Augmented Sys-
tems, (iii) Iterative Methods, (iv) Eigenvalues, (v) Parallel Mod-
els, and (vi) Metacomputing were, respectively: (i) kactical
Use and Implementation of Sparse Approximate Inverse Pre-
conditioners, by Edmond Chow (Lawrence Livermore National
Laboratory, Livermore, California), (ii) On Computing Some
of the Principal Eigenfrequencies of Cavity Resonators, by Ro-
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man Geus and Peter Arbenz (ETH Zirnch, Switzerland), (iii)
Trigonometric Implications of Domain Decomposition Meth-
ods, by Karl Gustafson (University of Colorado, Boulder), (iv)
Parallel Pseudospectnrm Calculations for Large Matrices, by
Dany Mezher and Bernard Philippe (INRIA-IRISA, Rennes,
France), (v) A Parallel Triangular Inversion Using Elimina-
tion, by Ayse Kiper (Middle East Technical University, Ankara,
Turkey), and (vi) Matrix Computation on the Internet, by M.
Gonzalez and S. Petiton (Laboratoire ASCI, France).

The final tutorial session entitled Parallel Metaheuristics for
Combinatorial Optimization Problems was presented by Panos
Pardalos (University of Florida, Gainesville). Search techniques
for approximating the global optimal solution of combinatorial
optimisation problems were reviewed and recent developments
on parallel implementation of genetic algorithlns, simulated an-
nealing, tabu search, variable neighbourhood search, and greedy
randomised adaptive procedures were also discussed. The tuto-
rial was run in parallel with two sessions of selected talks.

As illustrated above, the organisers had prepared an excellent
progrrunme that addressed a wide range of current research is-
sues associated with those areas of parallel computing based on
matrix algorithms. There was a good mixture of both theoreti-
cal and applications talks and tutorial sessions and, in general,
these provided a stimulating basis for many fi:uitful discussions
and exchanges of ideas. Selected peer-reviewed papers from the
workshop will be published in a special issue of Parallel Com-
puting.

The ancient city of Neuchdtel provided an ideal setting for
the workshop. As described in the brochures, it has everything:
a lake sfiaight from a picture postcard, a stunning choice of
bistros and restaurants, good hotels and leisure facilities, a lively
nightlife, museums, chateaux, ancient buildings, and easy ac-
cess by air, rail and road. The workshop dinner was held on the
last day in the beautiful 18th century H6tel du Peyrou and con-
tributed significantly to the overall enjoyment of the workshop.

J. S. WESTON: jsc.weston@ulst.ac.uk
School of Information and Software Engineering, University of Ulster

Coleraine, County l-ondonderry BT52 1SA, Northern lreland, UK

Two Industrial Days on lnner-Outer lterations

Toulouse, France: 11-12 September 2000

On LL-LZ September 2000, CERFACS (Centre Europ6en de
Recherche et de Formation Avanc6e en Calcul Scientifique,
Toulouse, France) hosted two Indusffial Days on Inner-Outer
Iterations, a workshop focusing on numerical quality and soft-
wire coupling. This workshop was organized at the request
of three out of the four industrial shareholders of CEREACS,
namely AEDS (the new European consortium for Defence and
Aerospace), CNES (the French NASA) and EDF (French Elec-
tricity). More and more often in their simulations, these indus-
tries are making heavy use of either embedded iterative pro-

cesses (at two or more levels) or coupled software that ex-

April 2001 : |MAGE26

changes information successively between the subunits. Prelim-
inary discussions led to the acknowledgement that the state-of-
the-art in the understanding of the numerical behaviour of em-
bedded or coupled processes was not advanced enough to fulfill
the needs of the many users.

A workshop was therefore planned to bring together engi-
neers and researchers to allow the former to better specify their
needs and the latter to present up-to-date tools and existing re-
search results on the topic. This resulted in a two-day workshop
supported by SMAI and organised as follows. On the first morn-
ing of the workshop, there were two tutorials. After the wel-
come address given by Iain Duff (CEREACS & RAL), the first
speaker, Sven Hammarling (Nag Ltd), gave a lively and clear in-
troduction to error analysis particularly concentrating on back-
ward error analysis and discussed its implementation in modern
software such as LAPACK. Then Andreas Griewank (Technical
University, Dresden) presented the basics of automatic differen-
tiation, a powerful tool to perform forward error analysis and a
sensitivity analysis on complex codes. He also described its use
for embedded processes arising in optimal design. In the after-
noon, industrial users were invited to report on their experience
in using embedded processes. Jean-Louis Vaudescal (EDF), de-
scribed various applications in mechanics and neutronics partic-
ularly focusing on a generalised eigenvalue problem arising in
the modelling of a nuclear core. Such a problem is solved by
successive iterations with Chebyshev acceleration but each step
requires the solution of a linear system which has to be com-
puted with an iterative solver due to the characteristics of the
problem. Jean-Louis Vaudescal insisted on the extreme sensi-
tivity of the convergence of the outer process with respect to the
accuracy of the inner one. Philippe Homsi (EADS) concluded
the first day with a brief description of the major issues encoun-
tered in software coupling for multidisciplinary physics such as
the coupling of acoustics and sffucture for aircraft design.

On the second day of the workshop, expert researchers had
the opportunity to present the state-of-the-art in the control of
embedded iterative processes. Even when there are only two lev-
els of iterations corresponding to solving a linear problem, Dffiy
questions concerning the optimal tuning of the inner process re-
main open. A pioneer in the field of the control of inner-outer
iterations and inexact methods for Linear Algebra, Gene Golub
(Stanford University) opened this session with an overview of
his contributions (many with his young colleagues) to the topic,
including inexact variants of the Chebyshev method, an inexact
Uzawamethod, inexact conjugate gradient methods or the Lanc-
zos process with inner-outer iterations. When the outer process
is the Chebyshev method, Golub has shown that it is possible
in some cases to define an optimal strategy for monitoring the
inner process while minimising the global cost.

Whereas it is known that an outer Newton-like method re-
quires inner accuracy increasingly as convergence proceeds,

the picture is completely different when the outer scheme is a
Krylov-type method. In her talk, Frangoise Chaitin-Chatelin
(CEREACS & Universit6 Toulouse 1) focused on this fundamen-
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IMACE Problem Corner: Problem 25-B With Solutions*

Problem 25-8: Several Matrix Orderings Involving Matrix Geometric and Arithmetic Means
Proposed by Fuz.hen Zgntc: zhang@nova.edu;Nova Southeastem Univercity, Fort Lauderdale, Florida, UM.

/e r \
l.at A, B,andO be n-square complor matrices suchthat M = | | 2. 0, andput

\B -  C I

M , =  
( :  

: )

Needless to say, M 2r- 0. Partition M -:

also A >r- 0 and C >l 0. Check that

M z - (  
; ,  

' :  

)  
,  M s - (  

: ,  

' :  

)
' M+-ffi, ':)

Here X 2s 0 denotes the positive semidefiniteness (nonnegative definiteness) of the matrix X, and lxl = (X.X)1.

Prove or disprove each of the following statements:

Solution 25-8.1 by Hans Joachim Wrnnen: werner@united.econ.uni-bonn.de;Univercity of Bonn, Bonn, Germany.

We prove (a) and (7), disprove (l), (2), (3), (5) and (6), and give a necessary and sufrcient condition for (8). We note that an n-square

complex rrarix l,7 is nonnegative definite if and only if it is Hermitian and s*Wa ) 0 for all e € lD". In what follows, we often
make use of the following result, due to Albert (1969), characterizing W 7t 0 in terms of the subblocks in a square partitioningof
w.

lK  M\
THEoREM L. LetW €,C^x^ andletW = 1 l ,whercK isasquaresubblockofW. ThmW 2t0i fandonlyi f the

\'^r t )
condit ions.I i )1 0, N=M*, R(M)gR.(K) and L-NKtM)_y0arcal lsat isf ied;hereR(K)andKl,respect ively,
dmote the range (column space) of K and the Moore-Penrose iruerce of K, respectively. An equivalent set of conditionsforW )y 0
toholdis obtainedbyinterchangingLandl{ aswellas N and M. So,inpanicalar;W >t0 onlyif"'(N) g R(L) and L2t0.

ExAMPLE l. Take

( 1) Mt )t 0; (2) M2 2L 0; (3) Ms )l. 0 €) M+ )r 0.

(4) Me )t 0 if ,4 and B commute; (5) M+ )1 0 if .,{ and B commute;

(6 )  M2=Ms=M+20whenBisHermi t ianornormal ;  (Z )  Mz) t0+Ms2r -0and Mq2t0butno tconverse ly ;

/  A  ( . B . + B ) / 2 \
(S) Find necessary and/or sufficient conditions so that *, = 

| . _- | >t O.

\ ( 8 . + 8 ) 1 2  C  /

1 1

1 2

1 2

1 2

1 A

\ r .

1

2

3

3

: )

100

1 0 1

1 1 1

1 1 1

, where A, B, and C are all of order 2 x 2. Then, in virnreof Theorem l,

* Prcblems 25-l to 25-7 with solutions are on pp. 2-12 above; nav prcblems on pp. 2,1-25 below.
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To do so, let

lB .  l=
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/  2  - t \
l t=A-L= l  I

\ - 1  1  /

tt 0, and so this CIrample shows that (l) does

d

, )

t t

an

B'B*

C

t

exarrple for which (3) does not hold.

Weproceedbyproving(7). Clearly, if Mz>0,thennecessarily M2= Mi andso,inparticular,lBl = lB.lor,equirnlently,
B*B = BB.. Since in this cas;e we have Mz - Ms - M4, the first part of (7) is established, irespective of whether M is

nonnegative definite or not. That the converse implication, howsver, is incorrect is seen by our nort *ample.

E x n u P L E  2 . L e t M : =  ( A  
: )  , w i t h  A -

\ r .  c )
Iz,

( :

(a o\
B - | I and C - /2. From Theorem 1, it is easy to check that M 2t A.

\ 1  0 /
0 \

| . Sior e lBl + lB. l, clearly
r l

Mz=(  
: r  : )Zro

M+=ffi' ':)'

Next observe that lBl = (t 
t 

) and lB- | =

\o o l

Nevertheless, applying Theorem I to

I  A  IBI \
Ms- l  I  and

\ t r l  c  I

respectively, yields Ms 2r- 0 and M+ 2u 0; for observe that

lo o\  l r  o\
A= rz=  A- r ,  .42r -0 ,  T t (A)  =a ,2 ,  c  - ln l f i l a t=  I  

-  
|  -0 ,  and c  - lB- lA I lg . l=  {  |  > .0 .

\o t ) -  \o ol

This orasple thus proves tllp1t Mz )s 0 is not a necessary condition for Ms )y 0, Ma )s 0, and M 2t 0 to hold simultaneously.

This completes the proof of the second part of (7). n

We no<,t prove (4), that is, we show that if the n-square matrices A ard B commute, then Me 21 0 is always implied by M 2r- 0.

/A  B \
M- l  l >0 ,  and le t  AB=BA.

\tr. c I
Then, inviewof Theorem l, y' 2r- 0, R(B) ;R(A) erldc - B*AtB 21 0. Clearly,A )r- 0 imFlies tlateet = Atl. Since

R(B) g A(.a) isequivale,nt toAAlB,itisnownotdifficulttoseethat AB = BA <+ /B* - B*A <+ ArB - BAr.

Moreover, AB'B = B* BA and At B* B = B* BAt . Since A and B* B are normal matrices, it is well known that they commute
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if and only if they have a oommon set of orthonormal eigenvecton. Let P be the n x n unitary matrix whose column v@tors are
theseeigenvectors. Then A: PDP* and B'B - PEP* forsomenonnegativediagonalmatrices D and,E. Since (B-B)t/z
can be written as (B* B)tlz - p ptlz p*, it is clear that .4 and (A* 31t12 and so At and (8. B)t/2 do also commute. Therefore
C - lB lAI lB l  = C - la l2et  -  C -  B*BA|C -  B*AtB )1 0.  wealreadyknowthatA >r-  0.  AccordingtoTheorem 1,
we thus have M3, >u 0 if (and only iD R(lBl) g R(A\ can be shown. Since A )1 0, clearly R(A) n N(A) = {0}. The
equation AB = 8,4 therefore implies thatR(AB) = R(B) and rank(-AB) - rank(B). Since rank(B) - rank(B*) and
rank(,AB) = rank(B* A), and since B* A =,48* implies that rank(B*A) = rank(AB*), we arrive at rank(AB*) - rank(B*).
Since B*A = AB* also implies that7l(AB.) gR(8.), we indeed haveR(AB* ) = R(.B.). Therefore, R(8.) ! ?(A). Since
R(8.) =R(B* B) =R((B* B\1/2), we obtain, as desired, R(lBl) gR(A).

That the implication (5) is naf always true follows from our next counter-example.

ExnnaPLE 3. Let M- ( 
A

\ r .

a n d  c - B * A t B -  ( t  
t )

\ r  r )

B\  l t  1 \  l a  6 \
|  , * i * ,  A=  Iz ,  B  =  |  l . -dC= |  l . rnen ,   2 r_  0 ,R(B)gR(A)=a .2

cl  \z z l  \o 6)

21 0. So,accordingtoTheorem l,M )y 0. Since A= I2,trivially.4B = BA. Moreover,

:  )z r0 ;
andso7?( lB .  l )  gR(C)

We now disprove the implication (6).

ExeuPLE 4. I-et M -

C ? , a n d C - B * A I B )s 0. According to Theorem 1, therefore M )t 0. Since B*B = BB* - 12, the matrix B is

normaland so M2 - Ms - Ma. Wenotethat lBl - lB. l :

tells us that Mz ll 0.
We conclude our discussion of this problem by characterizing

intermsofthesubblocksofM5.Theoreml,ofcourse,alreadytellsusthxMs )1 0holdstrueifandonlyif A>L},R(B-*B) _c
A( ,a )  andC-* (P.+B)AI (8 .+B)>r -0area l l sa t i s f ied .Ofcourse , i fA ,BandCaresuchtha t

/A  r \
M=l  |  2 .0 ,

\ B -  C  /

then it can be expected that this characterization might be simplified. And, by means of Theorem 1, it is indeed easy to see that in
such a case Ms )t 0 holds if and only if both

R(8.  )  g  R(A) and c - i l n * -B )  A t (8 . -B )  ) r 0
hold. u

Reference
A. Albert (1969). Conditions for positive and nonnegative definiteness in tenns of pseudoinverses. SIAM Journal on Applied Mathematics, 17,

434 140.

A solution n this probkmwas also receivedfrom the PrcposerFvzhen Zgauc.

: )  
' B= ( :  

; )  
and  c - ( ;  

: )  
r hen  A>  o '  R (B )  s  R (A ) :

0 \

I lL o, Theorem 1
2 l  

t r

lB - '  
l '  ( r  2 \*t:Vu 

\,  ^)
and hence, according to Theorem

, w i t h  A - ( :

( ;

Zr- 0.

.I2. Sin ce C - lBlAt l Bl : C - a-t

\ 0

/  A  ( 8 . + B ) / 2 \
f u 1 5 :  I  , -  .  n \ / . \  . , - Y  

t t  

l > t o
\ (u .+B)12 e  /

=+ IVI a, -

1, inde"fi I\[4

( ;  
: )

( : : )
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IMAGE Problem Corner: New Problems

Problem 26-1: Degenerate Complex Quadratic Forms on Real Vector Spaces
Proposed by S. W. Dnuny: drury@math.mcgill.ca; MccillUniversity, Montrdal, Qu.6bec, Canada.

I.etC be acomplex symmetric n x n matrix. SupposethatA and B arethereal andimaginaryparts of C respectively(i.e.
ai* = ftcin,6i;. = 3c7t). Suppose that det(B - tA) - 0 for all real C. Prove or find a counterexample to the following statement.
Thereneressar i lyex is tnonnegat ive integersp,gndrsuchthatp*q*r=nandq>randareal inver t ib lenxnmatr ixRsuch
that

l X  0  0 \
t l

. t l
P 'CP- lo  o  v l ,

t l
\o  Y '  o l

whereXisapxpcomplexmatr ixandYisagxrcomplexmatr ix.Thecasesp=0andr=0ueal lowed.Forinstance,p=n-1,
q = I, r = 0 is the case where there is a non-zero real vector in the null space of C.

Prcblem 26-2: Almost Orthogonality of a Skew-Symmetric Matrix
Proposed by L. L(szr6: llaszlo@ludens.elte.hu; mtviis Lordnd University, Budapest, Hmgary.

By adding an extra first row and column to the mafrix of hoblem 25-1 (see page2 above), we obtain the 8 x 8 matrix

*oo  -a1  -d2  -as

*a , r  *ao  *aa  -a2

*az  -as  *oo  *a r

*os  *az  -a1  *ao

- d 4  - o " 5

*or  -a4

*ao -a,7

- 4 7  - C I 6

- f i 6  - 4 7

*az  -a6

-a4  *as

*os  *a+

*a+ -as  -c l6  *az  *ao  *or  *az  -as

*as  *a+  *az  *aa  -a1  *oo  -03  -a2

*aa -a7  *a+ -05  -a2  *oe  *oo  *or

*az  *aa  -a5  -a4  *as  *az  -a1  *oo

(see also Solution 25-l .3 on pp. 3-4 above). Denote by A6 its principal submatrix of order lc , and observe that A2 , Aa znd As Te
skew symmetric and (apart from a scalar multiple) orthogonal for any real a; with do = 0. Can this consEuction be continued? Note
that only the sign pattern of ,416 is to be properly chosen, for the distributionof the o; is easy to follow: if the sign-free matrix A; is
denoted by Ma, then

M z r , = ( u r  
* )

\ lo* twr I
where lfa comes from Mn by increasing the subscripts of the aiby k, e.g.,

( : : : : )( : : : : )
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Prcblem 26-3: Factorization of Generalized Inverses of Matrix Polynomials
Proposed by Yongge TIAN: ytian@mast.queensu.cai Qveen's University, Kingston, Ontario, Canada.

(a) Consider an n x n matrix A and two scalars )1 and ,\z with \ * \2. Prove that if

range()1/, - A) n range (.\21, - A) + 10\

and
range (411, - A') f l range (\zI^ - A') + {0}

then the set equality

{  [ ( ] r / ,  -  A)(^2r,-  A) l -  ]  = 
)"= {  ( r , r ,  -  A)-  -  ( \zr , -  A)-  }

holds, where (')- denotes a generalized (or inner) inverse of u *utri".

(b)Considerann x nmatrix Amdk scalars )r, )2, ..., ,\;, with \;* \ i forallf + j. l t

range (.\11, - A) n range (.\21, - A) n ...O range (\*1" - A) + 10I,

and
range ( )11 ,  -  A ' )  o  range  ( \ z I ^  - , q ' )  n . . . o  range  ( l * / ,  -  A r )  +  $ I ,

then prove or disprove that

{ [ ( ) r / ,  -A ) (^21 , -  A \ . . . ( ^k I ^ - -4 ) ] - l=  {  l t ^ ,  I . -A ) -  + ! } rh -A) -  + . . .+ l ( ^ * r "  -A ) -  } .
l P r  P z  P n  )

where
p ;  =  ( ) r  - t r r ) . . . ( A ; - r  - ) r ) ( A o + t  - ^ i ) . . . ( I f t  - . \ i ) ,  i = I , 2 , . . - , ( c .

Problem 25-4: Commutativity of EP Matrices
Proposed by Yongge TIIN: ytian@mast.queensu.ca; Quuen's University, Kingston, Ontario, Canada.

The squarecomplex matrixA is saidtobeEPwheneverthecolumn space (range) n(4 =R(A-). Let A and Bben x n complex
matrices and let A+ denote the Moore-Penrose inverse of ,4.

(a) Supppose that AB = B A. Show that A is EP if and only if ,4+ B = B A+ .

(b) Suppoosethat A and.B are both EP. Show that AB = .B,4 if and only if A+B+ - B+ A+ .

Problem 25-5: Convex Matrix Inequalities
Proposed by Bao-Xue Zn^nNc: baoxuezhang@sohu.com; Beijing Institute of Technology, Beijing, China.

ShowthatforanyHermitiannonnegativedefinitematrices AandB of thesamesizeandforanyrealnumber) satisfying0 < I < 1,

(a) iP [)A + (1 -  ] )BlP]* <. ^A+ + (1 -  . \ )B+,

(b )  [ rA+ (1 -  r )B ]+  SL t rA++ (1 - . \ )B+ +  [ . \A+(1- ] )B l+  {v1xe+ (1 - r )B l+u}*  t ra+  (1 - r )B l+ ,

where P stands for the orthogonal projector onto R(,4) nR(B), ?(.) denotes the range (column space) of (.), (.)* indicates the
Moore-Penrose inverse of (.), M ;= I - P, and (1 stands for the Iiiwner ordering.
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Please submit solutions and new problems (a) in macro-free 14$ by e-mail, preferably embedded as text, to wemer@united.econ.uni-bonn.de and
O) two paper copies (nicely printed please) by classical p-mail to Hans Joachim Werner, IMAGE Editor-in-Chief, Instifite for Econometics and
Operations Research, Econometrics Unit, University of Bonn, Adenauerallee 2442,D-53113 Bonn, Gennany. Please make sue that your name
as well as your e-mail and classical p-mail addresses (in full) are included in both (a) and @)!



slAlvl loLJR. I\ALS

ONLINE
Your Link to the World of Applied Mathematics

Ten highly regarded research jp-u:nalsjn
appl ied and compurat ional  mai t

N ine journa ls  pub l ish ing a i
in accelerated electronic-*e clY
up to lO rrlonths ah€?=-4*,,

Reference links to re
in MathSciNet and l*rffiffiiffffi ffiffif|ry$
slAM electronic .ouffitffi ffi uffi i*'ll'firr'ffi*t'ii#

. 24-hour ," ffi ffi'--W' ffiti ftiiiffei tr
access 

.lo,o,#ffiWil*,rdarabase 
, :

of SIAM journal-' irrffit&9.;,H , .., :
,,,,.:..'; : &# :l l: l*T l'.,*6p5*r;sn-* ii+r-:l ffi ffi.'i', Signifi lf,dlilco""Gaii'pr.t"I";-;;ffi;bfffot

ts:. : individual,;,rrl€mbers or academic*and*cot'porate
."'': ' rne#]E+d';':6,6aituttons- See www-siom.orglpricingl

i . . i . ; i : ' . : j i : ' ' - : ' i : : ' " * . ' ' ',i: rrle,rrtb,errhtm. @1' contacc, seryice(@ siom.org.
. . i j ' ' ' l . ' ; . ; ; ' i i : " . u . . . . ' }

i  
i t  i  

'  . ' r1; l ' ' " . . i1 '  , ,4i"{ ,  , i ' ' i  : :

g

PA l9 l  0 ,4-2699
o wywll.siem.org

An elecllonic sample issue is available at http://epubs.siam.org/sampleissue.htm

02/0 |



!MAGE26: April2Ool Page27

ILAS Treasurer's Report: March 1, 2000-February 28,2OO1

by feffrey L. Stuart, Univers$ of Southern Mississippi, Hattiesburg

Balance on hand March l, 2000
Certificates of Deposit (CD)
Vanguard (ST Fed. Bond Fund 991.346 Shares)
Checking account

20,078.00
9,721.1 I

37,271.88 67,070.99

' t '1. 't{t ' l : t* **:* '} ' t* 't***'t ' t *: i***:t:trt* 't ' t**:}** *'trt**{r:}*:}**'t:t: l : l  lr:t ' t:t *{r *'}:}+'}*' l***' l  lrt****:t:* ' t **:f +:i

Checking Account Balance on Nlarch 1,2000

March 2000
Income:

Interest (General Fund)
Interest (Uhlig CD)

Expenses:
FNB Checks and Bank Fees

April 2000
Income:

Interest (General Fund)
Dues
Schneider Fund
Book Sales (7)
Uncredited income in FL

Expenses:
FL Deparfrnent of State
ELA Copy Editing
FNB New Account Charges
Chandler Davis (ILAS Lecture)
Supplies and Postage
Wages (ILAS Files)

May 2000
Income:

Interest (General Fund)
Interest (Schneider/Todd CD)
Federal Tax Filing Fee Refund
Dues
Institutional Dues
Elsevier Sciences Inc.LAA Fund
Book Sales (4)

Expenses:

June 2000
Income:

Interest (General Fund)
Interest (Uhlig CD)

Expenses:

Transferred to checking: Uhlig CD

July 2000
Income:

Interest (General Fund)
Book Sales (2)

Expenses:
IMAGE #24 (Print and Mail)

37,271.88

l  7.01
2t .32

47.89

34,57
520.00

10.00
132.00
805.29

70.00
1s3.00
47.50

500.00
87.94
56.00

38.33

(47.89) (e.56)

r 501 .86

(er4.44) 687.42

35.7 |
96.1 s
15.04
80.00

200.00
1000.00

72.0A 1498.90

(0.00) r498.90

I  18.02
21.55

1500.00

t04.27
36.00

1355.34

139.57

(0.00) r39.57

r40.27
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Postage (Book Sales)
Postage (1" Dues Mailing)
Supplies
Wages (Dues, Ballot Mailing)

August 2000
Income:

Interest (General Fund)
Interest (Schneider/Todd CD)
Dues
Schneider Fund
Uhlig Fund
Todd Fund
Conference Fund
General Fund
Book Sales (l)

Expenses:
ELA Copy Editing
Supplies and Postage

September 2000
Income:

Interest (General Fund)
Dues
Schneider Fund
Conference Fund
General Fund
Book Sales (8)

Expenses:
Postage (Ballots)
Wages (Ballot Mailing)

October 2000
Income:

Interest (General Fund)
Dues
Book Sales (l)

Expenses:
Hugo Woerdeman (ILAS Lecture)
Postage and Photocopies
Returned Foreign Check
Returned Checks (2) and Fees

Transferred to checking:
Schnei der (7To/o)lTodd (28o/o) CD

November 2000
Income:

Interest (General Fund)
Expenses:

ELA Copy Editing
Foreign Check Fee
Returned Check and Fee

December 2000
Income:

Interest (General Fund)

(2172.58) (2032.31)

l l l.97
473.26
I 1 4 . 5 1
I17 .50

I  15.39
98.31

I140.00
315.00
100.00
240.00
10.00

380.00
20.00

170.00
2A.62

119.02
720.00
25.00
15.00
156.00
140.00

150.55
14.00

127.15
120.00
20.00

400.00
62.56
20.00
42.00

7500.00

139.89

391 .00
12.00
17.00

145.16

2418.70

(190.62)

1175.02

(164.55)

139.89

(420.00)

2228.08

(280.1 I )

1010.47

267.15

(524.56) (257.4t)
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Dues
Schneider Fund
Todd Fund
Conference Fund
General Fund
Book Sales (4)

Expenses:
Postage (2nd Dues Mailing)
Wages (Dues Mailing)
Returned Foreign Checks (2)
Supplies and Photocopying

January 200f
Income:

Interest (General Fund)
Dues
Schneider Fund
Uhlig Fund
Conference Fund
General Fund
Book Sales (l)

Expenses:

February 2001
Income:

Interest (General Fund)
Interest on CD (General Fund)
Interest on CD (General Fund)
Dues
Institutional Dues
Schneider Fund
Todd Fund
Conference Fund
General Fund
Book Sales (3)

Expenses:
IMAGE #25 (Print and Mail)
Returned Foreign Checks (2)

Transferred to checking:
General Fund CD's

I160.00
100.00
120.00
200.00
85.00
80.00

r48.00
28.00
40.00
35.00

129.41
1060.00
180.00
10.00
30.00

320.00
16.00

1 890.1 6

(25t.00) 1639.r6

104.10
844.78
67.32

920.00
600.00
3s.00
25.00
5.00
5.00

48.00

1398.0s
40.00

I 1,078.00

1745.4r

(0.00)

2554.20

(1438.05)

1745.41

I  I  1 6 . 1 5

* * * * ' l * * * * * * * * ' i * * * t t r t t t t t * ' r * ! i r i *+** * * {3** * * * * * * * * * * ! t * * t * * * ' f * t  * * * * t t ' t ! t * * * * * * * ' } * * * * * * r t * * * *

FebruarT 28,2001 Checking Account Balance ($135.00 checks outstanding) 64r870.65

Net Account Balances on February 2812001
Vanguard (ST Fed. Bond Fund 1053.184 Shares)
(72o/o Schneider Fund and 28% Todd Fund)
Checking account

10,879.39
64,735.65 751615.04

General Fund
Conference Fund
ILAS/LAA Fund
Olga Taussky Todd/John Todd Fund
Frank Uhlig Education Fund
Hans Schneider Prize Fund

3 I,001.62
10,018.94
3,590.00
8,831.47
3,345.98

18,827.03 75,615.04
* * * * * * * * * * * * * : t * *+ *  *  * * * * * * * * * * * * * * *+ * * * * * * * * ' f * * * * * * * * * * t * * { . ' } * * * * * * * * { . 1 . * * * * *+ * * * ' } * *
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1. The following persons have been elected to ILAS offices with
terms that began on March 1 ,200t.
Vice Presidenf.' Roger Horn

(three-year term ending February 29,2004).

Board of Directors: Tom Markham and Daniel Szyld
(three-year terms ending February 29,2004).

The followiog continue in their offices to which they were pre-
viously elected:
Secretary/Treasurer: Jeff Stuart (term ends February 28,2003)
Board of Directors:

Nicholas Higham (term ends February 28,2002),
Pauline van den Driessche (term ends February 28,2A02),
Harm Bart (term ends February 28,2003),
Steve Kirkland (term ends February 28,2003).

2. The President's Advisory Committee continues as last
yetr: Chi-Kwong Li (chair), Shmuel Friedland, Raphi Loewy,
and Frank Uhlig.

3. This fall there will be elections for President (Richard
Brualdi's term ends on February 28, 2OO2) and two members
of the Board of Directors (the terms of Nicholas Higham and
Pauline van den Driessche end on February 28, 2002). The
ILAS 2000 Nominating Committee has been appointed in ac-
cordance with the ILAS By-Laws and consists of Avi Berman,
Roger Horn (chair), Tom Laffey, Hans Schneidet and Bryan
Shader.

4. There was no ILAS conference in the year 2000. ILAS
did cooperate with the SIAM Activity Group on Linear Alge-
bra (SIAG-LA) in their seventh triennial conference on Applied
Linear Algebra, held in Raleigh, North Carolina on October 23-
25, 2000. There were two invited speakers who were chosen
by the ILAS Board and sponsored by ILAS at this conference.
They were Eduardo Marques de Si and Hugo J. Woerdeman.
Due to a medical problem, Si was unable to participate in the
conference. We are grateful to Hans Schneider who, with short
notice, replaced Si in the program. Under the terms of the
agreement with SIAM, ILAS members, who were not already
members of the SIAG-LA, had the same reduced regisffation
fee of that of SIAG-LA members. SIAM is reciprocating at the
ILAS meeting in Auburn rn2002 (see below).

5. The following ILAS conferences are planned:

a. The 9th ILAS Conference, Technion, Haifa, Israel, June
25-29,2001_ At this conference Nick Trefethen will deliver the
second LAA Lecture.

b. The 10th ILAS Conference, "Challenges in Matrix The-
ory," Auburn University, Auburn, USA, June 10-13,2002. At
this conference Steve Kirkland will deliver the Fourth Olga
Tauskky Todd/John Todd Lecture. The SIAG-LA is cooperat-
ing with ILAS in this conference, The SIAG-LA has chosen

and will support two invited speakers, Michele Benzi of Emory
University and Misha Kilmer of Tufts University. Members of
the SIAG-LA will be offered the same reduced registration fee
as ILAS members.

c. There is no ILAS conference being planned for 2003, in
which year the SIAG-LA will hold its triennial conference (July
23-26, 2003, Williamsburg, VA). The 1lth ILAS Conference
will be held in Lisbon, Portugal, Summer,20O4.

d. It is expected that the ILAS Board will approve a 2005
conference site at its meeting in Haifa in June. One proposal
has been received. Any additional proposals or inquiries should
be sent to the ILAS president no later than May 2001.

6. The next Hans Schneider Prize in Linear Algebra, for re-
search, contributions, and achievements at the highest level of
Linear Algebra, will be awarded at the 10th ILAS conference in
Auburn in 20O2. A five member Prize committee has been ap-
pointed by the ILAS president upon the advice of the ILAS Ex-
ecutive Board: Jesse Barlow Harm Bart (Chair), Ludwig Elsner,
Roger Horn, and Frank Uhlig. The ILAS president serves as ex-
officio member. Nominations, to include a brief biographical
sketch and a supporting statement, should be sent to the Chair,
Harm Bart, by November 15,2OO1. The pn;ze guidelines can be
found at http : I lvwrw.math .tech n io n . ac. i Ui ic/l LAS P R lZ E. htm I

7. For the past few years, ILAS has considered requests for
the sponsorship of an ILAS Ircturer at a conference which is
of substantial interest to ILAS members. Each yeil, $1,000
has been set aside to support such lecturers, with a ma:rimum
amount of $500 available for any one conference. At its June
meeting in Haifa, the ILAS Board is expected to review this pro-
grirm. ILAS is sponsoring one Lecturer in 2001: Chi-Kwong Li
at the Matrix Analysis Session organized by Judi McDonald at
the Canadian Mathematical Society Meeting, June 24,2001 in
Saskatoon, Saskatchewan (Canada). One goal of this session is
to increase the profile of Marix Analysis in Canada.

8. ILAS has endorsed the Rocky Mountain Mathematics Con-
sortium's Summer School on Combinatorics and Marix Theory
to be held at the University of Wyoming from July 23 to Au-
gust 3,}OOL. The principal speaker at the surlmer school will
be Charles R. Johnson. The other speakers are Sean Fallat and
Bryan Shader.

9. Somewhat modifying recorrmendations of an ad hoc By-
Laws Committee, the ILAS Board approved in August 2000
some changes in its By-Laws. The approved changes are:

(I) ArticleT. Journals
Section 1 (A) (ELA) and Section 2 (A) (IMAGE) are reworded

to read: The President shall appoint at the direction of the Board
of Directors and after consultation with the Journals Committee
not more than two (2) Editors-in Chief who will serve three (3)
year terms, with the possibility of reappointment.
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Sections 1, (B), (8) and 2, (B), (7) are added to to read:

Six months before the expiration of a term of any Editor-in-
Chief, the Editors-in-Chief shall present a report to the Board of
Directors (to be discussed with the Journals Committee) on the
operation of the journal since the last such report.

(II) A new ARTICLE 9. Outreach Director is added:

The President, with the consent of the Board of Directors,
may appoint an Outreach Director. The duties of the Ouffeach
Director shall be as provided for in (1)-(4) of this section.

(1) Overseeing the publication of a print version of the Elec-
tronic Journal of Linear Algebra, and similar publications, in-
cluding their marketing and distribution.

(2) Development of relations with other professional and
learned societies.

(3) Recruitment of individual and corporate members of
ILAS.

(4) Other activities of an outreach nature as directed by the
ILAS Executive Board.

(5) The Outreach Director shall be an ex-officio non-voting
member of the Board of Directors and reports to and is respon-
sible to it and the Executive Board.

(6) The term of the Outreach Director shall end with the term
of the ILAS President who makes the appointment. The term
may be extended according to the nrles of appointment stated
above.

(m) Article 10. ELECTIONS now reads:
L. At an appropriate time, the President shall inform the

membership of the officers to be elected in the next elections
and encourage members to suggest candidates to the Nominat-
ing Committee. The Nominating Committee shall consider such
suggestions. A suggested candidate who is not nominated by the
Nominating Committee may still be nominated under the provi-
sions of Article 6, Section 2(B).

2. The President shall circulate over ILAS Net and/or an-
other appropriate elecffonic net the nominations for officers by
the Nominating Committee made under Article 6 Section 2(B)
and shall inform the membership of the possibility for additional
nominations as provided by the said article. At least two weeks
shall be allowed for the additional nominations.

3. Elections for the Board of Directors (including the Execu-
tive Officers) shall be held between September I and December
31 for terms beginning March 1 of the following year.

4. A member of the Executive Board will be deemed elected
upon receiving an absolute majority of votes cast. If no candi-
date receives such a majority, there shall be a new election to
decide between the two candidates who receive the most votes
in the first election.

5. In elections of other members of the Board of Directors,
each voter may cast one vote for each of as many candidates as
there are open positions. Candidates receiving the most votes
sufficient to fill the number of vacancies will be deemed elected
provided they receive a vote on at least one-third of the bal-
lots received. If there remain vacancies, then those candidates,
numbering twice the number of remaining vacancies, who have
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received the most votes among those not already declared a win-

ner will, with their consent, compete in a new election.

6. In the case of ties in an electiotr, 4 decision is determined

by lot.
7. Voting shall be done by hard mail, with proper precautions

for the security of the ballots and the anonymity of voters.

8. The votes will be counted by the Chair of the Nominating
Committee and another person, nonnally an ILAS member who

holds no office in ILAS.

9. The results of the elections shall be transmitted by the

Chair of the Nominating Committee to the President who in-

forms the ILAS membership of the winners.
(IV) As a result of the new Article 9, previous Articles 9, 10,

11, 1 2, 13, t4 are renumbered as Articles 1 1, 12, L3, t4, 15, 16

respectively.

10. The revision to the ILAS By-Laws recently approved by
the ILAS Board of Directors allowed for the possibility of the
appointment of an Outreach Director. With the consent of the
Board of Directors, the president has appointed Jim Weaver as
ILAS Outreach Director. In accordance with the By-Laws, Jim's
appointment extends to the end of the current term of the ILAS
President, that is, February 28,2OO2.

11. As of this writing,3l0 people have renewed their mem-
bership in ILAS for 2OOl. If you have not yet done so, please
renew with the SecretarylTreasurer Jeff Stuart as soon as pos-
sible. ILAS also has five corporate sponsors: Cambridge Uni-
versity Press, Elsevier Science Inc., Houghton Mifflin, Jones &
Bartlett Publishers, and the Society for Industrial and Applied
Mathematics (SIAM).

12. The Electronic Journal of Linear Algebra (ELA):

Volume 1, published in 1996, contained 6 papers.

Volumo 2, published in 1997 , containedZ papers.

Volume 3 (the Hans Schneider issue), published in 1998, con-
tained 13 papers.

Volume 4, published also in 1998, contained 5 papers.
Volume 5, published in 1999, contained 8 papers.

Volume 6 (Proceedings of the Eleventh Haifa Matrix Theory
Conference), published in 1999 and 2000, contained 8 papers.

VolumeT , published in 2000, contained 14 papers.

Volumo 8, is being published now; as of April 2OOl it contains
3 papers.

Volumes 1-4 of ELA are now available in book form. The list
price is $20 with a discounted price of $16 for ILAS members.
The Outreach Director is currently working on the publication
of a book containing Volumes 5-7 of ELA. It is expected that
samples will be available at the Haifa meeting this June. The
anticipated cost is $20 for ILAS members and $25 for others
(including shipping).

ELA s primary Web site is at the Technion (Haifa, Israel).
Mirror sites are at Temple University (Philadelphia), at the Uni-
versity of Chemnitz, at the University of Lisbon, in the the Eu-
ropean Mathematical Information Service (EMIS) of the Euro-
pean Mathematical Society, and in the 36 EMIS mirror sites.
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13. ILAS-NET: As of April 1.3, 20OL, wo have circulated

l}M ILAS-NET announcements. ILAS-NET cturently has 547
subscribers.

14. ILAS INFORMATION CENTER (IIC) has a daily aver-

age of 300 information requests (not counting FTP operations).

IIC's primary Web site is at the Technion. Mirror sites are 1o-

cated in Temple University (Philadelphia), in the University of

Chemnitz and in the University of Lisbon.

Richard A. BnuaLDI, ILAS President brualdi @math.wisc.edu
Dept. of Mathematics, University of Wisconsin-Madison

Daniel H eR s Hro w rrz, I LAS Past Vc e P re sidenr: hersh kow @ tx.technion.ac. il

Dept. of Mathemntics, Tbchnion, Hatfa 32000, Israel

Roger A. HonN,ILA,S Vce President: rhorn@math.utah.edu
Dept. of Mathem.atics, (Jniversity of Utah, Salt Lake City

Tribute to Danny Hershkowitz

Wednesday, 28 February 2001, wN Danny Hershkowitz's last

day as ILAS Vice President. As you may recall, Danny was the

founding secretary of ILAS when it was called the International

Matrix Group (IMG) and served three 2-year terms (1989-1991,

1991-1 993, ord 1993-1995), first as an appointed position and

later as an elected position. [Due to a change in ILAS by-laws,

with the term beginning on March 1, 1995, the position of Sec-

retary was combined with that of Treasurer.] Danny began an

elected 3-year term as Vice President on March 1, 1995 and wuts

re-elected for another 3-year term, now ending.

The ILAS coillmunity is very indebted to Danny for his dedi-

cated, professional, and multifacted service to ILAS, in particu-

lar for his service these last six years as Vice President. Besides

serving as Secretary and Vice President, Danny has been, and

continues to be, the Manager of ILAS-NeI and Editor-in-Chief

of The Electronic Joumal of Linear Algebra (ELA). According

to our Bylaws, Danny remains a voting member of the ILAS

Board for one year after leaving office (until 28 February 2AAZ).

I am sure that you will join me in this expression of deep appre-

ciation to Danny for his work these last six years as ILAS Vice

President and his continued work for ILAS.

On 1 March 2001, Roger Horn begins a 3-year term as ILAS

Vice President. I look forward to working with Roger during my

last year as ILAS President. We are indebted to Roger for agree-

ing to take on this responsibility and for standing for election.

I also want to take this opportunity to thank two retiring mem-

bers (as of 28 February 2OOI) of the Boilrd, Jos6 Dias da Silva

and Roger Horn (mentioned above) for their important service

to ILAS. At the same time I want to welcome two new mem-

bers of the Board, Tom Markham and Daniel Szyld, and I look

forward to collaborating with them. Continuing members of the

Board are Harm Bart, Nicholas Higham, Steve Kirkland, and

Pauline van den Driessche. As Ouffeach Director, Jim Weaver

continues as a non-voting member of the Board.

Richard A. BnUALDI, IIA,S President: brualdi @math.wisc.edu

Dept. of Mathemntics, (Jniversity of Wisconsin-Madison
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Some New Books

R. B. Bapat (2000). Linear Algebra and Linear Models, Second edi-
tion. Springer-Verlag, X * 138 pp., ISBN 0-387-98871-8/hbk.

Hal Caswell (2001). Matrix Population Models: Construction, Analy-

sis, and Interpretation, Second edition. Sinauer Associates, xxii +

7 22 pp., ISBN 0-87893-096-5/hbk.

Phoebus J. Dtrymes (2000). Mathematics for Econometrics, Third edi-

tion. Springer-Verlagn xiv + 240 pp., ISBN 0-387 -98995-1/pbk.

Douglas R. Farenick (2001). Algebras of Linear Transformations.

Springer-Verlag, xi + 238 pp., ISBN 0-387-95062-1/hbk.

M. J. R. Healy (2000). Matrices for Snrtstics, Second edition. Ox-

ford University Press, k + 147 pp., ISBN 0-19-850703-8/hbk' 0-

19-850702-)Vpbk.
S. K. Jain & A. D. Gunawardena, with the cooperation of P. B. Bhat-

tacharya (2001). Linear Algebrawith MATLAB Drills. Key College

Publishers, ISBN 1 -930 1 -901 6-6lCD.

Carl Dean Meyer, Jr. (2000). Matrix Analysis and Applied Linear

Algebra, SIAM, xfi + 718 pp. + CD, ISBN 0-89871-454-0ftbk +

Solutions Manual(iv + t71 pp./pbk).

Jakob Riishede Mgller (2000). On Matrix-Analytic Methods and on

Collecrtve Risk in Life Insurance,Doctoral dissertationo Lund Uni-

versity, vi + 125 pp., ISBN 9I-6284384-2.

Hannes Stoppel & Birgit Griese (2001). Ubungsbuch zur linearen Al-

gebra: Aufgaben und lisungen,Tbtrd revised edition, in German.

Vieweg, ix * 286PP., ISBN 3-528-27288-0/pbk.

F. Szidarovszky & S. Molnar (2001). Introduction to Maffix Theory:

With Applications to Business and Economics. World Scientific,

42}pp., ISBN 98 1 -02 4504-L/hbk, 98 t -0245 1 3-0/pbk.

Richard S. Varga (2000). Matrix lterative Analysls, Second edition.

Springer-Verlag, x + 358 pp., ISBN 3-540-66321-5/hbk.

Gareth Williams (2001). Linear Algebra with Applications. Fourttr

edition. Jones & Bartlett, xvii + 647 pp., ISBN 0-7637 -1451-8/hbk.

Robin Wilson (2001). Stamping Through Mathematics. Springer-

Verlag, 128 pp., ISBN 0-387-98949-8/hbk.

The Sinister Ex-Rector
Simo Puntanen's use of the term 'ex-rector' in his report of the

lggg Tampere meeting [IMAGE 23 (October 1999), pp. l2-L3l

prompts me to enter a caveat against this modern usage of the

prefix ex- as it may lead to misunderstandings as I will attempt

to ex-plain to a certain ex-tent in a brief ex-ffact from a much

longer and more ex-act ex-position of the subject that ex-amines

many further ex-amples including ox:chirnge' ex-cite, ex-claim,

ex-eat, ex-it, ex-on, ex-pert, ex-pose' ex-pound, ex-port, 9X-

press, and ex-tort. I should also mention the possible confusion

between the originat and modern meanings of the prefix when it

is combined with words of Latin origin as when an ex-director

becomes ex- directory or an ex-rector becomes ex-rectory!

I am indebted to my nephew Phillip Carr for drawing this in-

triguing problem to his attention some years ago by misunder-

standing the traditional meaning of the word 'exeat' in a gilme

of charades. Hopefully, this was not the source of his decision

not to apply for a place at the University of Ex-eter!

R. William Fe,nen nOTHER: R.W. Farebrother @ man.ac. uk

Dept. of Economic SUdies, Vctoria University of Manchester


